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Abstract

German life insurers are facing consolidation tendencies as the major players increase their market share. As a result, insurance companies are being forced to grow to ensure future prosperity. In the past, the industry has shown that growth can be achieved while maintaining profitability. In order to determine what drives sales – and thus growth – in the German life insurance industry, we apply different multi-linear regression models. We use panel data from 1998 to 2011 with characteristics of German life insurers and mostly full market coverage. In our modeling, we distinguish between sales success on the business unit level of life insurance and on the level of specific life products. The sales success drivers for pension insurance as well as term life insurance are analyzed. By doing so, we determine different significant drivers for sales success, which include the total return granted to policyholders, commissions paid to sales partners, the solvency of the insurer, the company (financial) rating, and the firm size.
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1 Introduction

Because life expectancy for people in the developed world has increased significantly over the last few decades, the need for additional old-age provisioning is becoming more and more important (Bonin, 2009). Individuals’ awareness that the state pension system might not be sufficient to maintain their current living standard in the future is increasing (see, for example, Handelsblatt, 2011, and Wirtschaftswoche, 2007b). In order to meet this challenge, private investments in retirement solutions can serve as an additional source of income later on in life. The literature provides several studies that analyze the drivers of life insurance demand in several countries (see, for example, Browne and Kim, 1993, Chen et al., 2001, and Li et al., 2007). Overall, alternative investment opportunities, such as stock market returns, and the national economic situation through, for example, inflation rates, may strongly influence customers’ purchase behavior. However, we have seen fewer attempts so far to explain how demand
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for life insurance products is directed toward specific life insurance companies, or – framed differently – what enables some life insurers to capture a larger market share of the life insurance business than their competitors. With a total volume of 6.3 million new life insurance contracts in Germany in 2011 (GDV, 2012, p. 27) and 81.3 million inhabitants (Statistisches Bundesamt, 2012), almost one in 13 people buys a life insurance contract each year. This highlights the importance of the life insurance market and its products for the financial protection of whole generations. Customers oftentimes see life insurance products as very homogeneous (see, for example, Brown and Goolsbee, 2002, and Dwyer et al., 2000) and thus the question arises what drives customers to choose a specific insurance provider.

In this paper, we analyze the impact of different firm-specific parameters on the overall sales success of life insurance in general and of specific products in particular. In our analysis, we interpret an insurance company’s yearly sales success as the proportion of new business premium volume to total premium volume in a given year. For new business, volume is calculated on the basis of the annual premium equivalent. The latter consists of the total value of regular (or periodic) premium payments in the year under review plus 10% of the single premiums collected in the period. In our model, insurance companies are parameterized by sets of independent variables of different types. Among the parameters, we include accounting figures, such as size, customer-oriented drivers, such as customer satisfaction and brand awareness, and performance figures, such as the annual return rates for policyholders. By doing so, we build on and extend the work of Cottin et al. (2007) and Eling and Kiesenbauer (2012), where the latter is closest to our study. The authors used regression models to detect the main drivers of new business in the life insurance industry in the German market. We also make use of multiple linear regression models to determine essential drivers of new business generation. We use panel data covering a time period of 14 years, from 1998 to 2011, including data from about 100 firms (depending on the year) operating in the market. The empirical basis on which we conduct our analysis, corresponds to a set of 895 firm-years with complete data (versus 550 firm-years in Eling and Kiesenbauer, 2012), or, in other words, to companies which represent more than 90% of the German life insurance market in terms of premiums in each year. The contribution of our paper to the literature is threefold: First, we examine the relationship between growth and profitability in the German life insurance market. Second, we adapt the approach of Eling and Kiesenbauer (2012) to a newer and broader data sample, including additional explanatory variables to the model. In this connection, we also focus on brand strength and customer satisfaction. Third, our work addresses the level of specific life products individually and analyzes the growth drivers in pension insurance and term life insurance.

The remainder of this paper is organized as follows. Section 2 describes the motivation for this research, studies growth and profitability in general, and presents a literature overview. Section 3 states our research hypotheses. The model framework and the panel data used are described in Section 4. In Section 5, the outcomes of our analysis are presented and discussed. While Section 5.1 studies the overall relationship of life insurers characteristics and their success in generating new life insurance business, Section 5.2 focuses on two single life insurance products. Finally, Section 6 summarizes the results and concludes.
2 Perspectives on Growth in Life Insurance

In the following, we present our motivation for this research. Section 2.1 describes why it is of interest to analyze the drivers of new business growth in the current market situation in Germany. Section 2.2 gives an overview of the existing literature on growth determinants. Insurance specific studies are discussed as well as research from other financial services areas, such as fund investments. We include the latter due to their similarity to certain life insurance products.

2.1 Motivation: Growth and Profitability in the German Market

In 1998, 119 life insurers operated in the German life insurance market. More than a decade later, the amount of active firms decreased to 94 in 2011 (GDV, 2012, Table 2). This corresponds to a decline of 21%. New regulatory requirements, especially concerning solvency capital and risk management of insurance firms as well as inorganic growth through acquisition, mainly by public insurers, can explain this trend (see, for example, Nektarios, 2010, p. 453). After a phase of deregulation in the 1990s (see, for example, Klumpes and Schuermann, 2011, and Berry-Stölzle and Born, 2012), the regulator has increased his intervention over the last decade. Following an adaptation of the (yet existing) solvency rules in Germany at the beginning of the 2000s (European Commission, 2002, currently referred to as Solvency I), the European Commission is currently planning the introduction of the new regulatory standard Solvency II (European Commission, 2009). The phenomenon of decreasing firm numbers is accompanied by another trend which concerns the concentration of market dominance by a few firms. Figure 1 shows the development of market share in terms of premium volume of the largest insurance companies for the years 1998 to 2011.

The figures clearly indicate that a concentration has occurred in the German life insurance industry. The five largest insurers have been able to increase their market share by eight percentage points, from 31% in 1998 to 39% in 2011. Today, the ten largest insurers control together more than half of the gross written premiums in the industry. When taking a closer look at the ten largest firms, an analysis shows that the composition of this group has been very stable over time. Very few changes occurred: The same companies that have led the market in terms of size in 1998 are still the largest ones today. Furthermore, they have been able to increase their market domination. If one assumes, on the basis of this long historical observation, that this trend will continue into the future, more concentration in disfavour of small life insurers will be seen.

When it comes to the strategic positioning of insurers different goals have to be considered. Typically, strategic actions by insurance firms have to be in line with (at least) three oftentimes contradictory targets, i.e. growth, profitability, and safety level. While the first two targets are typically the focus of the owners of or investors in the firm, the safety level is monitored by the regulatory authorities for the protection of customers. From a business development perspective, companies that pursue growth strategies without a sound risk assessment may run into problems in the long run, for example, due to wrong product developments or disadvantageous customer selection criteria. In order to grow their business, managers might also lose sight of profitability if they focus more on growth than on sound underwriting. However, because safety is regulated by the authorities (see, for example, European Commission, 2009, Sect. 4,
Figure 1: Development of market share for the years 1998 to 2011 in the German life insurance market. Note: Market share is calculated as company life premium volume divided by total market life insurance premiums. The clusters are defined as follows: “Top 5” groups the five largest companies in the respective year, “Top 6–7” the sixth and seventh largest firms, and so on. Under “Others”, we account for all companies which are not among the ten largest firms. The underlying premium data is collated on the basis of gross written premium figures included in annual reports.

Art. 101), insurance managers can only actually influence growth and profitability. Even if, similar to the situation found in many other industries, growth is essential for firms if they want to play a vital role in the future, managers should not lose sight of profitability. If growth is only achieved at the expense of prosperity, the impact on the firm’s value can be devastating (see, for example, Varaiya et al., 1987, and Longenecker et al., 2005).

In order to evaluate this issue, we analyze the impact of size on growth and profitability in the German life insurance sector. Therefore, we group life insurance companies into quintiles according to their premium volume (annual gross written premiums). While the largest companies are grouped in quintile A, the smallest are in quintile E. For each of the players, we calculate average growth and average profitability. When it comes to growth, we base our analysis on the compounded annual growth rate (CAGR) of gross written premiums (summed up in each quintile). For the sake of our analysis, we define a quintile’s profitability as the technical margin. The technical margin is obtained by dividing the companies’ operating profit by their technical reserves (both for traditional and fund business). Note that with that definition profitability is based on accounting figures or book values, ignoring any hidden reserves or burdens.

In the following, we consider the time period from 1998 to 2011. Over this time horizon, the gross written premium CAGR is contrasted with the average technical margin (average over the time period).
In addition to this overall observation, we separately consider the time period beginning after the start of the last financial crisis (2009) and ending in 2011. The results are illustrated in the graphs in Figure 2.

Figure 2: Growth and profitability in the German life insurance industry from 1998 to 2011.
Note: The graphs allow a side-by-side comparison of growth and profitability in the German life insurance market for the time period from 1998 to 2011 (including the period from 2009 to 2011) according to firm size-based quintiles. Quintile A represents the largest firms while quintile E is comprised of the smallest companies in terms of gross written premiums (GWP). Quintile growth is defined as the compounded annual growth rate (CAGR) of the quintile’s total GWP for the respective time period; quintile profitability is defined as the average quintile’s technical margin.

Three main effects can be observed in this analysis. First, small companies seem to achieve higher growth rates compared to companies in all other quintiles. However, the figures indicate that this growth is realized at the expense of profitability. The smallest players on average have for the entire period under observation a technical margin of −2.9%. However, after the start of the last financial crisis, during the time period from 2009 to 2011, the picture changes. Forfeiting their high growth rates and now only growing at a CAGR of 3.3%, the smallest players have been able to regain profitability. In that time period, they are even the most profitable companies within the comparison with an average technical margin of 0.9%. Second, mid-sized insurers (especially the group of the second largest companies in quintile B) show a weak positioning when it comes to growth. Outperformed by the smallest players as
well as the biggest ones, it seems that they might become subjected to the classic “stuck-in-the-middle” phenomenon (Porter, 1985) when addressing premium growth. This moderate development in terms of growth is accompanied by a moderate profitability as well. Finally, the largest firms (quintile A) show in all panels solid – but not outstanding – growth rates while keeping profitability levels at a satisfying level. The analyzed figures indicate that profitable growth is possible in the industry.

In the sequel of this paper we will focus on how this growth can be achieved. Therefore, starting in Section 4, we empirically analyze the drivers of sales success in the German life insurance market.

2.2 Literature Review

As mentioned before, the existing literature covers several examinations of what drives life insurance demand. In one of the earliest studies, Mantis and Farmer (1968) use publicly available data, such as the number of births, population development, and the number of marriages to forecast life insurance demand with a multiple linear regression. Later, Campbell (1980) argues from the perspective of uncertainty of household income due to the death of the wage-earner and the need to “hedge” against this uncertainty with life insurance. Adapting the former model, Lewis (1989) introduces the risk aversion and utility of beneficiaries instead of wage-earners as the drivers of life insurance demand. Browne and Kim (1993) leave the personal or family level and analyze the impact of more general drivers on life insurance demand. They identify, for example, national income, government spending on social security, and inflation as determinants of life insurance consumption. Chen et al. (2001) apply cohort analysis to life insurance demand in the United States. One of their conclusions is that the baby boomer generation has a lower life insurance demand than earlier generations. Li et al. (2007) analyze life insurance demand in OECD countries and find a positive relationship between income (and income increases) and life insurance demand.

However, fewer analyses try to explain how this demand is distributed among specific insurance firms, i.e., what enables a given company to outgrow its competitors in Germany. Some studies in the field of life insurance address this issue. Tekülve (2007) examines the years 2003 and 2004 with respect to a potential relationship between surplus participation and new business. Using visual scatter plot analysis and Pearson’s correlation coefficients the impact is analyzed. However, further significance tests or the inclusion of additional value drivers are missing. The results of the analysis indicate a positive relationship between the volume of new business and surplus participation. These results are confirmed both in the overall market as well as for subsamples, e.g., with respect to legal form or the age of the company. Cottin et al. (2007) analyze the impact of surplus participation on new business and lapse figures. In their study, they use total return figures including the guarantee rate as surplus participation, but they adjust these numbers for market rates and calculate with the company specific spreads on market performance. The study covers the time period from 1995 to 2004. The authors come to the conclusion that surplus participation has no impact on the sales success of a company in terms of new business volume. However, it should be stated that the authors elaborate critically on their own findings. They are aware that a univariate approach might not incorporate all effects and that further drivers of new business, such as acquisition costs or ratings, should be included in the analysis. Eling and Kiesenbauer
(2012), most closely to our study, analyze the impact of different drivers on premium growth in light of market discipline. The authors find a positive relationship between the amount of surplus participation and the growth of new business for German life insurers. In addition, their results show empirical proof for a negative relationship between the surplus participation and the amount of lapses an insurer suffers. Based on a data set of 11 years, from 1998 to 2008, the authors introduce in a multivariate regression model further parameters as potential drivers of sales success besides surplus participation. Additional variables include, among others, company ratings and solvency measures. Some of these will also be considered in our analysis (see Section 4). The findings of Eling and Kiesenbauer (2012) seem at a first glance contradictory to those of Cottin et al. (2007). However, these contradictory results can be explained by some issues inherent in the approach of Cottin et al. (2007). First, a univariate linear regression model is used. Second, the modeling approach differs in the two studies when it comes to the definition of the participation rate. And third, the authors conduct different significance tests. However, all studies point out the importance of financial performance for sales success.

In a related research stream, customer purchase decisions and financial performance are often covered with respect to mutual funds. Sirri and Tufano (1998) show, through an empirical study, that consumers rely heavily in their choice of investment on the past performance of the fund. This finding is supported by several other researchers: Choi et al. (2010) state that in the purchase decisions, individuals emphasize the fund’s annualized returns since issue and neglect other, more future oriented and thus maybe more helpful, purchase indicators. With his research, Wilcox (2003) also supports the role of historic performance in consumers’ investment decisions. Nor is this clear focus on past performance diminished by conditioned information and explanations that are provided in special information prospectuses (Kozup et al., 2008). One can argue that these theoretical findings can also be transferred to life insurance. When it comes, for example, to annuity products, the policy can be split into two parts: a savings period, or accumulation phase, of capital when the policyholder pays the contributions, and a redemption period, or decumulation phase, when he or she receives the annuity payments. Since policyholders can also close an annuity contract with a single premium payment and immediately begin the decumulation phase, the accumulation – or buildup of capital stock – can also occur as part of a savings contract with a mutual fund.

3 Development of Research Hypotheses

As mentioned before, our aim is to measure new business (NB) as share of new business annual premium equivalent (APE) to the total gross written premiums of the respective fiscal year. By only taking single premiums with 10% into account, the APE figures smooth disturbances of large one-time effects in the P&L of a life insurer. By using this approach, we also avoid the bias that might result from the size of the company, as small companies might realize higher growth rates than larger companies due to their smaller starting base. By focusing on relative new business values, we make companies comparable without having to keep their size in mind.

In the following, we consider distinct variables that are relevant to insurance distribution. This approach is closest to the work of Eling and Kiesenbauer (2012). We define each parameter and formulate
a hypothesis on the impact of the parameter on new business. In Section 4, we will then use the parameters as independent variables in the formulation of several regression models in order to empirically test the hypotheses.

**Total Return (RE)**

First, we consider the investment performance of the insurer and the total return to policyholders. When it comes to the return that policyholders receive in the German life insurance market, a few unique features have to be kept in mind. The return guarantees which insurers grant their policyholders are subject to regulatory constraints. The guaranteed interest may not be higher than the maximum interest rate guarantee defined by the regulator (“Höchstrechnungszins”). Following European Union directives, this threshold may not be higher than 60% of the historic return from government bonds (European Union, 1992, 2002). As a consequence, this maximum interest guarantee is regularly updated. As of January 1, 2012, the maximum guarantee for new life contracts has been reduced from 2.25% to 1.75% (German Federal Ministry of Justice, 2011). Old contracts are not affected and may still have higher guaranteed rates. Usually, insurers keep their guarantees at the maximum value allowed.

Insurers have other means available for paying their customers more than the guarantee rate. Under German law, a company must pass on at least 90% of the proceeds from investment income to policyholders (German Federal Ministry of Justice, 2008, §4). At least 75% of the risk (or underwriting) results and at least 50% of the cost results must be paid to policyholders. Negative results must be retained by the insurer. However, the insurer is free to abstain from its share and can increase the policyholder’s participation in all three categories up to 100%.

In our analysis, we consider total return rates for policyholders, i.e., including the maximum guarantee rate as well as the surplus participation component. This total return rate is usually declared yearly during the first quarter of each year. Eling and Kiesenbauer (2012) point out that surplus participation is considered to have a significant impact on the ability to underwrite new business and refer to Zimmermann (1996) and Milbrodt and Helbig (1999). Based on these studies and our discussion in Section 2.2, we state our first hypothesis:

(H1) Higher total returns for policyholders generate higher sales.

**Acquisition Costs (AC)**

In our opinion, a company’s acquisition costs for pushing new life business are another important parameter. For example, Fiegenbaum and Thomas (1990) analyze the impact of firms’ expense ratios on their strategic positioning. We will focus only on the acquisition costs as a part of the total expenses (omitting, e.g., administration and overhead costs). It can be expected that the higher the acquisition costs are, the more successful the insurer will be in promoting sales through its sales force and underwriting new business. This effect might look contradictory at first sight, as higher costs typically do not go along with the efficiency of a company, however higher acquisition costs in the balance sheet represent higher commissions paid to the sales agents or brokers. Thus, they may tend to be more motivated to sell life
insurance products and increase the new business volume of the insurer. Hence, we formulate our second hypothesis as follows:

(H2) Higher acquisition cost levels yield higher sales volumes.

Company Rating (RA)

The next category addresses the perception of the insurer in light of rating agencies. Given the numerous product offerings from different insurers, consumers have to identify the best quality product for their needs. However, they often do not possess the resources or skills to accomplish this task. Many different aspects of product quality are used to form a sound product assessment. Overcoming this challenge, a neutral product assessment by a third party can serve as a guide. In general, De Maeyer and Estelami (2011) point out that third-party product ratings play a vital role in consumer purchase decisions. Hence, we postulate:

(H3) Companies with a higher rating are able to achieve a higher new business volume.

Solvency Level (SO)

As the foremost goal of regulation (see, for example, Klein, 1995, and Adams and Tower, 1994), ensuring adequate solvency levels is not only of concern to the regulator and existing policyholders, but also for new customers. Consumers may pay less or purchase fewer insurance products from an insurer with a higher potential risk of insolvency (see Wakker et al., 1997, Brockett et al., 2005, or Zimmer et al., 2009). Therefore, we will include an indicator for the financial strength or solvency ratio of the insurance company in our modeling and hypothesize that:

(H4) Higher solvency levels indicate more sales success.

Company Size (SI)

Existing literature analyzes the impact of size on different aspects of the insurance industry in several studies. Among others, Hardwick and Adams (2002) examine the impact of size on organic growth rates of life insurance companies in the United Kingdom from 1987 to 1996. The impact of size on firms’ competitive behavior is analyzed in Chen and Hambrick (1995). Ability and willingness to tackle other competitors as well as the response speed to competitors’ actions often depends on the size of the firm. We will also examine the impact of size on the ability of insurers to write new business in life insurance. Usually, larger companies have more resources than smaller ones. This can translate through, for example, more sophisticated product development departments, more widespread sales organizations, or simply access to larger financial resources. Therefore, we state our fifth hypothesis:

(H5) Larger insurers are able to generate higher new business volumes.
Legal Status \((LS)\)

The legal status of the company is also taken into account. We distinguish between public or stock companies and mutuals. This variable has been included in a variety of prior research. Liebenberg and Sommer (2008) include the legal status of the insurer in their analysis of corporate diversification in the P&C industry. Berry-Stölzle et al. (2012) find that mutual insurers present less unrelated diversification than publicly owned companies. However, when it comes to the analysis of sales, one has to bear in mind that consumers often do not know about the legal status of the company. In addition, it cannot be observed that one of the two company groups has stood out with innovative products or distribution strategies in the past. Thus, we suppose that:

\[(H6)\] The legal status of the insurer (public or mutual) has no impact on new business growth in life insurance.

Customer Satisfaction \((SA)\)

In addition to accounting, solvency, and legal company characteristics, we also include several consumer-related firm evaluations. First, we discuss customer satisfaction. Anderson et al. (1994) show a positive relationship between customer satisfaction and economic performance. Luo et al. (2010) prove significant impact of customer satisfaction on the firm value in light of analyst recommendations. A related phenomenon is highlighted by Mooradian and Olver (1997), who point out that satisfied customers can attract new ones through word of mouth and thus drive the sales success of a company. Thus, we formulate an additional hypothesis to be analyzed in the German life insurance market as follows:

\[(H7)\] Companies with higher customer satisfaction rating are able to achieve higher sales rates.

Brand Awareness \((BA)\)

Second, we consider the impact of brand awareness or company recognition on sales success in life insurance. It can be assumed that, when making a buying decision, especially in insurance, consumers take in first place the products of a company into consideration of which they have already heard. For example, Vogel et al. (2008) point out that brand awareness and perception have an important influence on future sales of the company. We introduce the following additional hypothesis:

\[(H8)\] Firms with better known brands among consumers are able to achieve a higher new business volume.

Product Rating \((OT)\)

Furthermore, we include the assessment of firms’ products into our considerations. In Germany, the consumer magazine Oekotest gives grades to single insurance products. This assessment can be interpreted as a product-specific rating. The importance of ratings or independent third-party opinions on the consumer buying decision has already been pointed out in the context of the above hypothesis \((H3)\). Therefore, we introduce our ninth hypothesis on a product-specific level:
(H9) Higher product ratings foster new business volumes.

**Price (PR)**

Finally, we will consider the average price $PR$ of a policy, which can typically be evaluated for term life insurance. We define it as total premiums for new contracts divided by the number of new contracts. Because term life insurance is a very homogeneous product, we hypothesize that:

(H10) The lower the average price of term life insurance is, the higher the sales success.

## 4 Model Framework and Data Set

Following the introduction of control variables (see Table 2 below for an overview) and the development of related hypotheses (H1) to (H10), we develop a multiple linear regression model in order to determine the significant drivers in the sales success of life insurance policies. With new business $NB$ being the dependent or response variable, we test different drivers, both accounting focused (e.g., size, costs, etc.) and customer-related ones (e.g., customer satisfaction, brand awareness). In doing so, the approach that we follow is closest to the work of Eling and Kiesenbauer (2012). In the first part, we formally introduce the regression models which will help us to test our hypotheses of business generation drivers. Some of the observed potential drivers have been applied in prior research by many authors (see the references in Section 3), other variables have – to the best of our knowledge – not yet been tested. In the second part, we present our data gathering, discuss the obtained panel data, and provide basic statistical information on the data.

### 4.1 Design of Regression Models

In the following we formulate several linear regression models each incorporating a selection of the introduced variables. First we will consider a model focusing solely on accounting parameters. The panel data regression model is described by Equation (1) which reads

$$NB = \alpha + \beta_1 RE + \beta_2 AC + \beta_3 RA + \beta_4 SO + \beta_5 SI + \beta_6 LS + \epsilon.$$  

(1)

This model includes the six control variables total return $RE$, acquisition costs $AC$, company rating $RA$, solvency level $SO$, size $SI$, and legal status $LS$ as introduced in Section 3. We will apply this panel data regression to the overall life insurance business (including all life products). Thus $NB$ stands for the overall share of new life business APE in terms of gross written premiums. In Equation (1), $\alpha$ is the constant or intercept of the equation and $\epsilon$ represents the standard error or disturbance term. In order to test the new business drivers and the robustness of our findings, we will apply Equation 1 to different time periods (subsets) of the panel data. In a reference case (regression R1) we apply the model to the complete panel data which will incorporate the entire 14 years of data from 1998 to 2011. Next we will

---

1 In the panel data regression model each variable and the disturbance term is dependent on the respective life insurance company $i$ (firm effect) and the considered year $t$ (time effect). For ease of notation, we omit the indices $i, t$. 
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divide the time period and thus the panel data into three subsamples: (i) first, we test the time period from 1998 until the end of the financial crisis at the beginning of the 21st century, when stock markets regained strength again, i.e. 1998 to 2003, (ii) second, the period of economic recovery until the last financial crisis is analyzed, i.e., 2004 to 2008, (iii) third, we test for the drivers in the period after the last financial crisis by taking a look at the period from 2009 to 2011. Following, we refer to these three regression analyses as (R2) to (R4).

Further, we extend the reference model by adding control variables related to customer satisfaction \(SA\) and brand awareness \(BA\). This will allow us to test hypotheses (H7) and (H8). Because data is not always available for some variables, we will include them in two separate extensions of our regression model. Thus, we introduce the following relation,

\[
NB = \alpha + \beta_1 RE + \beta_2 AC + \beta_3 RA + \beta_4 SO + \beta_5 SI + \beta_6 LS + \beta_7 SA + \epsilon, \quad (2)
\]

incorporating the additional control variable \(SA\) in the model described in Equation (1). We will apply this model to the time period from 1998 to 2011 and refer to it as (R5). In addition, we define the model (R6), including the variable brand awareness \(BA\) as follows:

\[
NB = \alpha + \beta_1 RE + \beta_2 AC + \beta_3 RA + \beta_4 SO + \beta_5 SI + \beta_6 LS + \beta_8 BA + \epsilon. \quad (3)
\]

As mentioned earlier, in addition to testing sales success at the overall business level of life insurance, we also specify the drivers at the level of individual products. We will do so for pension products (including German Riester policies) and term life insurance. In the following we introduce the variables \(NB_{PE}\) and \(NB_{TL}\) which stand for the new business in pension and term life insurance, respectively. At the product level, product rating data will be available given by \(OT_{PE}\) and \(OT_{TL}\).

When it comes to pension products, we include the product rating \(OT_{PE}\) in our reference model and use product-specific total return data \(RE_{PE}\), which translates in our regression model (R7) given by

\[
NB_{PE} = \alpha + \beta_1 RE_{PE} + \beta_2 AC + \beta_3 RA + \beta_4 SO + \beta_5 SI + \beta_6 LS + \beta_9 OT_{PE} + \epsilon. \quad (4)
\]

As with pension products, we leave the variables in the reference model unchanged for term life insurance. In contrast to the regression models above, here we exclude the parameter of total return \(RE\) from the equation. Because policyholders do not receive an investment return in the traditional term life insurance, this parameter is not of relevance. Instead, we include the term life-specific product rating \(OT_{TL}\) and the average product price \(PR_{TL}\). The regression equation for our model (R8) then reads:

\[
NB_{TL} = \alpha + \beta_2 AC + \beta_3 RA + \beta_4 SO + \beta_5 SI + \beta_6 LS + \beta_9 OT_{TL} + \beta_{10} PR_{TL} + \epsilon. \quad (5)
\]

An overview of the different regression models is given in Table 1.
<table>
<thead>
<tr>
<th>Regression Level</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R1) Overall Life</td>
<td>Reference case for the time period from 1998 to 2011 (see Eqn. 1)</td>
</tr>
<tr>
<td>(R2) Overall Life</td>
<td>Reference case (R1) but for the time period from 1998 to 2003</td>
</tr>
<tr>
<td>(R3) Overall Life</td>
<td>Reference case (R1) but for the time period from 2004 to 2008</td>
</tr>
<tr>
<td>(R4) Overall Life</td>
<td>Reference case (R1) but for the time period from 2009 to 2011</td>
</tr>
<tr>
<td>(R5) Overall Life</td>
<td>Based on (R1) including the variable customer satisfaction ($SA$) (Eqn. 2)</td>
</tr>
<tr>
<td>(R6) Overall Life</td>
<td>Based on (R1) including the variable brand awareness ($BA$) (Eqn. 3)</td>
</tr>
<tr>
<td>(R7) Product</td>
<td>Regression for pension insurance (Eqn. 4)</td>
</tr>
<tr>
<td>(R8) Product</td>
<td>Regression for term life insurance (Eqn. 5)</td>
</tr>
</tbody>
</table>

Table 1: Overview of the defined linear regressions models.

### 4.2 Data Set Definition and Statistics

#### Data Sources

Following, we detail the data sources for the regression models. On the overall life business level as well as on the two product levels our aim is to cover the period from 1998 to 2011 in our analyses.

All accounting-related data, such as new business figures $NB$, acquisition costs, and company size are derived from the individual companies’ annual reports. When it comes to the size of the firm $SI$, we consider the amount of gross written premiums as well as the amount of technical reserves and equity of the insurance company. We define the solvency level $SO$ as the ratio of the book value of equity to total insurance provisions. Acquisition costs $AC$ are measured as the cost ratio defined as total yearly acquisition costs divided by gross written premiums. Furthermore, we include for each company information about their legal status $LS$, with mutuals coded as 0 versus public companies coded as 1. The latter figures have been derived from press research and searches on the companies’ websites.

Data on the current total return $RE$ for life policies in the German market was derived from Assekurata (2005, 2006, 2007, 2008, 2009, 2010, 2011) for the years 2004 to 2011, and Map-Report (2005) for the earlier years 1998 to 2003. Assekurata analyzes on a yearly basis the total returns that policyholders receive for their life insurance policy. In doing so, they distinguish by product type and tariff generation (indicated by the tariff’s guarantee rate). The latter is a specialty of the German market and several other European life markets (such as Switzerland, Austria, and France). For the current total return $RE$ we consider figures for the most recent tariff generation in the respective year. For example, in 2011 all figures correspond to contracts with a guarantee rate of 2.25%. When it comes to product type, the values shown represent the average of four different product categories: classic whole life insurance, classic annuity insurance, and the two German pension schemes “Riester-Rente” and “Ruerup-Rente”. Typically, insurers grant the same total return to all these policies. The return figures do not incorporate...
potential future returns from the policyholder’s participation in hidden reserves on the insurer’s books, as this participation is not guaranteed and can also be omitted. Therefore, we apply the figures of the total return for the policyholder excluding maturity bonus. The latter is only paid to the policyholder if the policy is kept until maturity. Given a life market lapse rate of 4.3% in Germany in 2011 (Map-Report, 2012), it is clear that many customers will not receive this additional income. Therefore, we exclude it from our analysis. Map-Report does not differentiate between the same product categories as Assekurata does. As a result, a combined average value of the different product types is used in the regression for each year.2

It is worth taking a closer look at the historic development of these total return RE figures as well as the corresponding descriptive statistics (see Table 5). One can observe that the remuneration for life insurance policies has declined steadily over the last few years. While a policyholder received on average a total return of 7.2% in 1998, he only gets 4.1% in 2011. This trend can be observed across the entire market. There are variations in return figures among individual companies (different minimum and maximum values), but the standard deviation is relatively small. This indicates that large parts of the industry provide quite homogeneous investment returns for their policyholders.

Figures for insurance company ratings (variable RA) are derived from two different sources. First, and in order to be able to compare our results to Eling and Kiesenbauer (2012), we make use of the so-called “Finsinger rating”.3 This rating is available for the years 1999 to 2011, and reported by Wirtschaftswoche (1999, 2000, 2001, 2002, 2003, 2004, 2005, 2006, 2007, 2008, 2009, 2010, 2011). Second, we include the yearly life insurer ratings of Morgen & Morgen (called the “M&M Rating”), a German rating company that also provides detailed analyses for financial service products. Their ratings are publicly available at www.morgenundmorgen.com for the years 1998 to 2011. The M&M Rating combines different key figures for insurance companies, among others, cost ratios, financial strength, investment performance, and lapse volumes. Both the Finsinger rating and the M&M rating provide a scale of 1 to 5 (“stars”), with 5 being the best.

The company YouGov, formerly known as Psychonomics, regularly conducts a representative survey across Germany in which also the customer satisfaction in different dimensions is analyzed. These dimensions include, for example, overall satisfaction with a company, as well as satisfaction with premium levels, service, and the sales force. We use the empirically observed values for overall satisfaction with the insurer as input for our customer satisfaction variable SA. Data points are available for the years 2003, 2008, and 2010 (see YouGov, 2003, 2008, 2010). Wherever years are not covered by available data in our analysis, we interpolate linearly the figures for the respective year. No data is available before 2003.

Data for brand awareness are derived from reports by German magazine Stern (2003, 2005, 2008). In 2003, 2005 and 2007, Stern conducted representative statistical surveys on the brand recognition of different companies in Germany, including insurers. In these surveys, interviewees have been asked to

---

2 As mentioned before, our approach is close to the approach of Eling and Kiesenbauer (2012). The authors state that they use the arithmetic average of all tariff generations (Eling and Kiesenbauer, 2012, p. 174). Our analysis, however, is based on the figures for the latest tariff generation since this represents the only policy category that new customers can invest in. In addition, we do not model the rate relative to the market average, since it can be assumed that a potential policyholder is interested in the absolute return he or she might receive from the policy. Since this figure is fixed in the first quarter of year, we can directly link the values to the new business of the same accounting year and do not have to adjust for potential time discrepancies.

3 This rating by Finsinger, a scientist in the Department of Finance at the University of Vienna, is published once a year in the magazine Wirtschaftswoche, a national German weekly economic journal.
rate the company with respect to perceived publicity, sympathy and their willingness to buy from the insurer (on a scale from 1 to 5). We linearly interpolate the missing years 2004 and 2006 so as to get a continuous data sample from 2003 to 2007. No additional studies were conducted before 2003 or after 2007.

In addition, when it comes to the product-specific level, we include the rating $OT$ for individual life insurance products. Therefore, we use the assessments of the magazine Oekotest. An evaluation for pension insurance ("Riester-Rente") products is available for the years 2007, 2008, 2009, and 2011 (see Oekotest, 2007a, 2008b, 2009, 2011) and for term life insurance for the years 2007, 2008, and 2010 (see Oekotest, 2007b, 2008a, 2010). The assessment provided is based on the German school grading system, ranging from 1 (very good) to 6 (fail). If several products of one insurer are tested, we use the best rating. In the individual tests, data is aggregated for different types of customers, e.g., male, 30 years old, non-smoking, or female, 40 years old, smoking. We use the average values for all provided combinations. Missing annual values are again linearly interpolated.

An overview of the variables introduced in Section 3 and the above described sources for the data is provided in Table 2.

<table>
<thead>
<tr>
<th>Description</th>
<th>Variable</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Business</td>
<td>$NB$</td>
<td>Companies’ annual reports</td>
</tr>
<tr>
<td>Acquisition Costs</td>
<td>$AC$</td>
<td>Companies’ annual reports</td>
</tr>
<tr>
<td>Company Rating</td>
<td>$RA$</td>
<td>Finsinger rating (see Wirtschaftswoche, 1999–2011) and M&amp;M rating</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(see Morgen &amp; Morgen at <a href="http://www.morgenundmorgen.com">www.morgenundmorgen.com</a>)</td>
</tr>
<tr>
<td>Solvency Level</td>
<td>$SO$</td>
<td>Companies’ annual reports</td>
</tr>
<tr>
<td>Company Size</td>
<td>$SI$</td>
<td>Based on premiums, equity and reserves taken from companies’ annual reports</td>
</tr>
<tr>
<td>Legal Status</td>
<td>$LS$</td>
<td>Companies’ annual reports and websites</td>
</tr>
<tr>
<td>Product Rating</td>
<td>$OT$</td>
<td>Pension insurance (Oekotest, 2007a, 2008b, 2009, 2011), term life</td>
</tr>
<tr>
<td></td>
<td></td>
<td>insurance (Oekotest, 2007b, 2008a, 2010)</td>
</tr>
<tr>
<td>Price (term life)</td>
<td>$PR$</td>
<td>Companies’ annual reports</td>
</tr>
</tbody>
</table>

Table 2: Overview of introduced variables and related data sources.
Table 3: Data availability and market coverage of the variables used in the panel data.

Note: Data coverage is expressed as a share of market premiums in the respective year (% figures). The numbers below represent the number of companies. * denotes missing underlying data, however data has been interpolated.

Company size $SI$ is based on gross written premiums, equity and reserves. Company rating $RA$ is based on Morgen & Morgen (M&M) and Finsinger ratings.

Market Coverage

Furthermore, Table 3 shows figures representing the amount of market coverage. The covered share of premiums in terms of market premiums as well as the number of available company data points are given for each year. The figures show that on the level of overall business, data availability is very good, reaching levels of 100% for accounting data. Most of the variables – see in particular also total return $RE$ and the ratings $RA$ – are available for companies whose premium volume represents more than 90% of the market’s gross written premiums. For the early years of our analysis, the return figures and the rating variables are slightly less well covered. However, the available data points always cover more than 70% of the market’s premiums. The variables customer satisfaction $SA$ and brand awareness $BA$ are not available for all years. As previously noted, they are also interpolated for several observation periods (see values marked with * in Table 3).

On the product-specific level, data availability is less comprehensive. While new business figures for both products, $NB_{PE}$ and $NB_{TL}$, can still be fully derived, the product assessment by the magazine Oekotest was only introduced in 2007 and thus leads to a reduction of the panel data for several years. Furthermore, it must be noted that third-party sources (Oekotest, as well as Stern and YouGov) do not
New Business Share $NB$ (overall life business)

<table>
<thead>
<tr>
<th>Year</th>
<th>'98</th>
<th>'99</th>
<th>'00</th>
<th>'01</th>
<th>'02</th>
<th>'03</th>
<th>'04</th>
<th>'05</th>
<th>'06</th>
<th>'07</th>
<th>'08</th>
<th>'09</th>
<th>'10</th>
<th>'11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>15.0</td>
<td>21.4</td>
<td>12.9</td>
<td>17.0</td>
<td>13.6</td>
<td>14.9</td>
<td>19.9</td>
<td>12.2</td>
<td>11.9</td>
<td>11.5</td>
<td>11.3</td>
<td>9.9</td>
<td>10.1</td>
<td>10.4</td>
</tr>
<tr>
<td>Min.</td>
<td>0.0</td>
<td>3.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>1.0</td>
<td>0.4</td>
<td>1.1</td>
<td>2.1</td>
<td>2.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>25% Ptl.</td>
<td>10.2</td>
<td>14.5</td>
<td>7.9</td>
<td>8.7</td>
<td>9.9</td>
<td>11.2</td>
<td>12.7</td>
<td>7.0</td>
<td>8.4</td>
<td>7.9</td>
<td>8.3</td>
<td>7.4</td>
<td>8.0</td>
<td>8.1</td>
</tr>
<tr>
<td>Median</td>
<td>12.1</td>
<td>18.0</td>
<td>10.0</td>
<td>11.2</td>
<td>11.5</td>
<td>13.6</td>
<td>17.7</td>
<td>9.7</td>
<td>11.0</td>
<td>9.8</td>
<td>10.4</td>
<td>9.2</td>
<td>9.5</td>
<td>9.8</td>
</tr>
<tr>
<td>75% Ptl.</td>
<td>16.6</td>
<td>23.9</td>
<td>14.5</td>
<td>14.6</td>
<td>14.0</td>
<td>16.5</td>
<td>23.8</td>
<td>12.6</td>
<td>13.4</td>
<td>11.7</td>
<td>12.4</td>
<td>11.7</td>
<td>11.7</td>
<td>12.3</td>
</tr>
<tr>
<td>Max.</td>
<td>80.0</td>
<td>84.2</td>
<td>68.4</td>
<td>407.5</td>
<td>96.5</td>
<td>54.3</td>
<td>67.8</td>
<td>174.4</td>
<td>54.0</td>
<td>121.6</td>
<td>59.4</td>
<td>29.3</td>
<td>30.4</td>
<td>30.5</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>10.6</td>
<td>13.7</td>
<td>9.8</td>
<td>10.9</td>
<td>7.5</td>
<td>10.8</td>
<td>17.2</td>
<td>6.5</td>
<td>12.3</td>
<td>6.9</td>
<td>4.6</td>
<td>4.5</td>
<td>4.7</td>
<td>4.7</td>
</tr>
</tbody>
</table>

New Business Share for Pension Products $NB_{PE}$

<table>
<thead>
<tr>
<th>Year</th>
<th>'98</th>
<th>'99</th>
<th>'00</th>
<th>'01</th>
<th>'02</th>
<th>'03</th>
<th>'04</th>
<th>'05</th>
<th>'06</th>
<th>'07</th>
<th>'08</th>
<th>'09</th>
<th>'10</th>
<th>'11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>29.6</td>
<td>37.1</td>
<td>19.0</td>
<td>20.9</td>
<td>23.5</td>
<td>22.5</td>
<td>30.4</td>
<td>16.9</td>
<td>17.1</td>
<td>15.2</td>
<td>15.6</td>
<td>13.0</td>
<td>12.7</td>
<td>13.8</td>
</tr>
<tr>
<td>Min.</td>
<td>0.6</td>
<td>0.8</td>
<td>0.8</td>
<td>0.1</td>
<td>1.0</td>
<td>0.1</td>
<td>2.7</td>
<td>0.4</td>
<td>1.4</td>
<td>0.7</td>
<td>0.8</td>
<td>1.6</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>25% Ptl.</td>
<td>18.2</td>
<td>24.9</td>
<td>11.5</td>
<td>13.3</td>
<td>14.1</td>
<td>15.2</td>
<td>20.4</td>
<td>8.6</td>
<td>10.2</td>
<td>8.7</td>
<td>9.5</td>
<td>8.2</td>
<td>8.1</td>
<td>9.4</td>
</tr>
<tr>
<td>Median</td>
<td>23.2</td>
<td>35.2</td>
<td>15.3</td>
<td>17.6</td>
<td>19.4</td>
<td>19.2</td>
<td>27.8</td>
<td>11.9</td>
<td>13.8</td>
<td>13.3</td>
<td>15.0</td>
<td>11.8</td>
<td>12.3</td>
<td>14.0</td>
</tr>
<tr>
<td>75% Ptl.</td>
<td>33.2</td>
<td>44.6</td>
<td>21.2</td>
<td>25.5</td>
<td>24.9</td>
<td>26.0</td>
<td>36.1</td>
<td>18.2</td>
<td>18.8</td>
<td>16.7</td>
<td>18.4</td>
<td>16.1</td>
<td>15.9</td>
<td>16.7</td>
</tr>
<tr>
<td>Max.</td>
<td>100.0</td>
<td>100.2</td>
<td>100.0</td>
<td>107.0</td>
<td>105.0</td>
<td>88.1</td>
<td>100.3</td>
<td>100.0</td>
<td>87.4</td>
<td>100.0</td>
<td>78.3</td>
<td>44.9</td>
<td>35.9</td>
<td>38.3</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>20.9</td>
<td>19.7</td>
<td>15.2</td>
<td>16.4</td>
<td>18.3</td>
<td>13.8</td>
<td>15.2</td>
<td>16.8</td>
<td>13.0</td>
<td>12.6</td>
<td>10.5</td>
<td>7.2</td>
<td>6.5</td>
<td>7.3</td>
</tr>
</tbody>
</table>

New Business Share for Term Life Products $NB_{TL}$

<table>
<thead>
<tr>
<th>Year</th>
<th>'98</th>
<th>'99</th>
<th>'00</th>
<th>'01</th>
<th>'02</th>
<th>'03</th>
<th>'04</th>
<th>'05</th>
<th>'06</th>
<th>'07</th>
<th>'08</th>
<th>'09</th>
<th>'10</th>
<th>'11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>22.0</td>
<td>20.5</td>
<td>19.1</td>
<td>21.7</td>
<td>19.8</td>
<td>18.6</td>
<td>18.0</td>
<td>16.3</td>
<td>16.0</td>
<td>15.4</td>
<td>13.4</td>
<td>12.3</td>
<td>12.0</td>
<td>10.9</td>
</tr>
<tr>
<td>Min.</td>
<td>2.1</td>
<td>2.2</td>
<td>0.8</td>
<td>0.1</td>
<td>1.4</td>
<td>0.6</td>
<td>0.1</td>
<td>0.0</td>
<td>0.8</td>
<td>0.1</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>25% Ptl.</td>
<td>13.9</td>
<td>12.1</td>
<td>10.7</td>
<td>12.8</td>
<td>12.4</td>
<td>11.9</td>
<td>10.8</td>
<td>8.9</td>
<td>10.3</td>
<td>9.5</td>
<td>8.2</td>
<td>7.7</td>
<td>7.3</td>
<td>6.9</td>
</tr>
<tr>
<td>Median</td>
<td>18.2</td>
<td>17.1</td>
<td>14.4</td>
<td>16.7</td>
<td>15.2</td>
<td>16.7</td>
<td>15.1</td>
<td>13.9</td>
<td>14.4</td>
<td>12.5</td>
<td>11.5</td>
<td>11.9</td>
<td>10.8</td>
<td>10.9</td>
</tr>
<tr>
<td>75% Ptl.</td>
<td>23.5</td>
<td>22.8</td>
<td>21.3</td>
<td>25.5</td>
<td>22.4</td>
<td>22.9</td>
<td>20.3</td>
<td>18.6</td>
<td>17.8</td>
<td>17.1</td>
<td>15.8</td>
<td>15.0</td>
<td>14.1</td>
<td>13.4</td>
</tr>
<tr>
<td>Max.</td>
<td>100.5</td>
<td>100.7</td>
<td>101.3</td>
<td>100.0</td>
<td>104.9</td>
<td>69.9</td>
<td>100.0</td>
<td>79.8</td>
<td>100.5</td>
<td>80.3</td>
<td>49.3</td>
<td>42.9</td>
<td>45.9</td>
<td>31.3</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>17.0</td>
<td>16.1</td>
<td>17.5</td>
<td>17.1</td>
<td>16.3</td>
<td>11.6</td>
<td>13.7</td>
<td>12.6</td>
<td>12.7</td>
<td>12.7</td>
<td>9.1</td>
<td>7.9</td>
<td>8.1</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Table 4: Descriptive statistics for the share of new business $NB$ (overall) and in the product lines pension insurance $NB_{PE}$ and term life insurance $NB_{TL}$.

Note: Values for new business are sales values for the respective companies in the observed year. New business share is calculated as a percentage of new business APE in terms of total gross written premiums. “Mean” denotes the arithmetic average of all companies, “Min.” / “Max.” the minimum / maximum value found in the sample, “Ptl.” stands for percentile and “St. Dev.” is an abbreviation for the standard deviation.

Descriptive Statistics

Table 4 provides descriptive statistics for the independent variable $NB$, i.e., the share of new business, in our regression models. The proportion of new business of the total gross written premiums in life insurance has shrunk steadily over the last few years. Even small increases in new business generation such as in 2004, when legal changes took place in the next year and purchases by customers were brought forward, could not stop this trend.

Table 5 presents the summary statistics of a selection of the panel data control variables. We report basic statistics on the gross written premiums, equity and reserves, displaying the mean, minimum, maximum, several quantile values and the standard deviation of their respective distributions in the different years from 1998 to 2011. Further statistics are provided for total policy return $RE$, acquisition

Overall, we use unprocessed data, that is, if mergers or name changes of insurers occur, we ignore them historically and include the new data point in the respective year in our analysis and leave the historic names or companies in the future blank.
Table 5: Summary statistics for selected panel data control variables.

Note: “Mean” denotes the arithmetic average of all companies, “Min.” / “Max.” the minimum / maximum value found in the sample, “Ptl.” stands for percentile while “St. Dev.” is an abbreviation for the standard deviation.
costs $AC$ and solvency level $SO$. Finally, the mean and standard deviation of the Finsinger and M&M ratings are provided. With respect to the premium volume (gross written premiums), the dispersed minimum and maximum values show that the insurer sample covers a broad range of companies in terms of size. The smallest firms accounts for less than € 1 million annually, while the largest is € 14.8 billion (in 2011). When looking at the data, we further notice that the distribution in terms of premium volume of the companies in the panel positively skewed, i.e., presents a right tail distribution. Similar effects are slightly present when it comes to the reserves, acquisition costs $AC$ and solvency levels $SO$.

5 Empirical Results and Discussion

Section 5.1 describes the results on the overall life insurance business level. Overall success drivers for the sale of life insurance policies in Germany are presented, before Section 5.2 goes a step deeper and analyzes the impact at a product-specific level, i.e., pension and term life insurance.

5.1 Overall Growth Drivers in Life Insurance

Before running our regression model, we test our panel data for multi-collinearity among the variables. We conduct a maximum-likelihood factor analysis to detect latent meta constructs which we should include in our analysis. In this way, the correlation between similar items should be high while variables that are not related should have low correlations. As expected, the factor analysis yields a strong correlation between variables used to characterize firm size: premium volume, equity, and reserves. Observed factor loadings higher than 0.95 are not surprising, since all parameters are closely related to the insurer’s size. For the regression model, we therefore combine these three items by taking the average for the size parameter $SI$. The internal consistency has been measured with the help of Cronbach’s alpha. It yields a value of 0.953 on a scale with a maximum value of 1. Values higher than 0.7 indicate internal consistency of the variables. Furthermore, given the heavily rightward-skewed distribution of the parameter values (see Table 5), we consider the natural logarithm of the average of premiums, equity and reserves for $SI$. Another item battery has been detected with the help of the factor analysis. It is also not surprising that the company ratings by both Finsinger and Morgen & Morgen present high factor loadings above 0.7. This result was to be expected, as both items are ratings for life insurers and have several rating criteria in common. We combine the two ratings by taking their average for the regression model and use this average as the company rating variable $RA$. For this factor, Cronbach’s alpha yields 0.814 and thus supports the consistency of the two variables. The factor analysis yields no further groups of items which should be combined into one factor. However, it still reveals a strong factor loading for both total return $RE$ and solvency level $SO$. Since the variables total return $RE$, acquisition costs $AC$, solvency level $SO$ and legal status $LS$ show no strong correlation with any other variable, we include them as single independent variables in the regression model.\footnote{Bartlett’s test of sphericity for the factor analysis yielded 335.08 on 12 degrees of freedom. This value is higher than the chi-square reference value and thus the feasibility of the factor analysis is confirmed.}
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Reference Model (R1)

Having checked our initial data sample for multi-colinearity, we now apply the reference regression model (R1) to the full panel data to derive drivers for sales success in German life insurance (recall the overview of regression models in Table 1). In the period from 1998 to 2011, and for the relevant variables in the model (R1) a total of $N = 895$ full data points or firm-years are available. The results of the regression model for the reference case and full panel data as well as additional statistics are reported in Table 6. We report the estimated beta-coefficients corresponding to the different control variables of (R1) with their corresponding standard error. Further, we present the results of the two-tailed $t$-statistics including $p$-value and significance. Here, *, **, and *** represent the significance at the 10%, 5%, and 1% levels, respectively. Finally, we calculate and report the standardized beta coefficient in order to be able to compare the magnitude of the impact of the different variables.\(^6\)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Est. ($\beta$)</th>
<th>St. Error</th>
<th>$p$-value</th>
<th>Sig.</th>
<th>Stand. $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$-0.0336$</td>
<td>$0.0079$</td>
<td>$0.0000$</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>$RE$</td>
<td>$0.3405$</td>
<td>$0.1039$</td>
<td>$0.0011$</td>
<td>**</td>
<td>$0.0801$</td>
</tr>
<tr>
<td>$AC$</td>
<td>$0.6727$</td>
<td>$0.0263$</td>
<td>$0.0000$</td>
<td>***</td>
<td>$0.6621$</td>
</tr>
<tr>
<td>$RA$</td>
<td>$0.0167$</td>
<td>$0.0013$</td>
<td>$0.0000$</td>
<td>***</td>
<td>$0.3293$</td>
</tr>
<tr>
<td>$SO$</td>
<td>$0.2890$</td>
<td>$0.0525$</td>
<td>$0.0000$</td>
<td>***</td>
<td>$0.1402$</td>
</tr>
<tr>
<td>$SI$</td>
<td>$-0.0000$</td>
<td>$0.0000$</td>
<td>$0.0181$</td>
<td>**</td>
<td>$-0.0600$</td>
</tr>
<tr>
<td>$LS$</td>
<td>$0.0034$</td>
<td>$0.0031$</td>
<td>$0.2684$</td>
<td></td>
<td>$0.0277$</td>
</tr>
</tbody>
</table>

Adjusted $R^2$ | 0.4747

Table 6: Empirical results of the reference multiple linear regression model (R1) on sales success in German life insurance.

Note: The two-tailed $t$-statistics are provided: *, **, and *** represent the respective significance at the 10%, 5%, and 1% levels. “Stand. $\beta$” stands for standardized beta coefficients.

The linear regression model (R1) is able to explain about 48% (adjusted $R^2$ value of 0.4747, see Table 6) of the variance and yields several significant variables. Five control variables, namely total return $RE$, acquisition costs $AC$, company rating $RA$, solvency level $SO$, and company size $SI$, show a significant impact. The variables return $RE$ and size $SI$ are significant at the 5% level. At a 1% level of significance, three further variables were detected: costs $AC$, rating $RA$, and solvency $SO$. Only the control variable legal status $LS$ has no explanatory power in our empirical findings.

First, it can be observed that higher acquisition costs, i.e., higher monetary incentives for the sales force, strongly drive the generation of new life insurance contracts. Thus, the second hypothesis (H2) is validated (see Section 3). Second, the higher or better the rating of the insurance company is, the higher

\(^6\)In order to further test the robustness of our results, we conducted several analyses. In order to check for the absence of multi-colinearity in the applied data set in model (R1), we test the variance inflation factors (VIF) of the model. All values are below the commonly accepted threshold of 10; the highest VIF in our model yields 1.15. In order to test for autocorrelation of the standard errors we conducted the Durbin-Watson test. The result of 1.3 is close to the commonly accepted range of 1.5 to 2.5, in which no autocorrelation can be assumed to exist. Finally, we tested for heteroscedasticity. The visual plot of the residuals as well as the Goldfeld-Quandt test yielded no proof of inhomogeneous variance in error terms. We also plotted the results of our regression model and found no indications that the model was inaccurate. Details are available upon request from the authors.
the new business generation was in the past. The same effect is observed when it comes to the solvency of the insurer, and the same relation holds true for the total return that policyholders receive from the company. These findings confirm the initial hypotheses (H1), (H3), and (H4). In contrast to our initial hypothesis (H5), the size of the insurer has a small negative impact on sales success; this hypothesis is not validated. This may be explained through lower growth rates in a mature market (see also Eling and Kiesenbauer, 2012, p. 178). Having no significant impact, the legal status of a firm can be omitted in terms of new premium growth. This confirms the last hypothesis (H6) in our reference case. When it comes to the magnitude of the impact from significant drivers, the standardized beta coefficients show that the acquisition costs $AC$ (standardized $\beta_i = 0.66$), i.e., the commissions the insurer pays, has the highest influence; it is more than two times higher than the second strongest driver, company rating $RA$ (standardized $\beta_i = 0.33$). The solvency level $SO$ of the company (standardized $\beta_i = 0.14$) as well as the achieved total return $RE$ for the policyholder (standardized $\beta_i = 0.08$) are more or less of equal impact and contribute the least in a positive way toward sales success among the significant variables. The negative impact of size on the ability to generate new business is relatively small.

Our results confirm and extend the findings of Eling and Kiesenbauer (2012) in several ways. We are able to confirm the positive impact of policyholder participation (or policyholder total return) as well as the negative impact of firm size on the generation of new business for the entire period from 1998 to 2011 (see Eling and Kiesenbauer, 2012, Table 2). Second, we complement that knowledge with information about the impact of further control variables, especially the important impact of acquisition costs $AC$.

Models for Different Time Horizons: Comparing (R1) through (R4)

Repeating our analysis for shorter time intervals using the regression models (R2), (R3), and (R4), we confirmed the above results. Table 7 summarizes the standardized beta coefficients and significance levels for (R1) to (R4) on the overall business level for different time periods.

<table>
<thead>
<tr>
<th>Regression Model</th>
<th>(R1)</th>
<th>(R2)</th>
<th>(R3)</th>
<th>(R4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Stand. $\beta_i$</td>
<td>Sign.</td>
<td>Stand. $\beta_i$</td>
<td>Sign.</td>
</tr>
<tr>
<td>$RE$</td>
<td>0.0801 **</td>
<td>--</td>
<td>-0.0291</td>
<td>--</td>
</tr>
<tr>
<td>$AC$</td>
<td>0.6621 ***</td>
<td>--</td>
<td>0.6270 ***</td>
<td>--</td>
</tr>
<tr>
<td>$RA$</td>
<td>0.3293 ***</td>
<td>--</td>
<td>0.4134 ***</td>
<td>--</td>
</tr>
<tr>
<td>$SO$</td>
<td>0.1402 ***</td>
<td>--</td>
<td>0.1268 ***</td>
<td>--</td>
</tr>
<tr>
<td>$SI$</td>
<td>-0.0600 **</td>
<td>--</td>
<td>-0.0873 **</td>
<td>--</td>
</tr>
<tr>
<td>$LS$</td>
<td>0.0277</td>
<td>--</td>
<td>0.0698</td>
<td>--</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.4747</td>
<td>0.398</td>
<td>0.5654</td>
<td>0.3848</td>
</tr>
</tbody>
</table>

Table 7: Empirical results for regression models (R1) through (R4) on sales success in German life insurance for different time periods.

Note: The two-tailed $t$-statistics are provided: *, **, and *** represent the respective significance at the 10%, 5%, and 1% levels. “Stand. $\beta_i$” stands for standardized beta coefficients.
Within regression model (R2), which addresses the period from 1998 to 2003 until a recovery of stock markets set in after the financial crisis of the early 2000s, all previous significant variables are also significant at the same level, – except for total return \( RE \), which is no longer significant. In total, the adjusted \( R^2 \) of the regression model is 0.398. Similarly, model (R3) in the second time period from 2004 to 2008 confirms the previous findings. However, in this case, total return \( RE \) is again significant at the 10% level with a positive impact on new business generation. The explanatory power of this model is 0.565. It seems that during periods of crisis and declining stock markets, the overall return of life insurance policies played no major role in consumer decisions. However, when stock markets regained momentum, from 2004 until the beginning of the last financial crisis in 2008, the decision on which insurer to choose for life insurance is again influenced by the total return offered. This effect can be interpreted such that during crises, consumers value the overall safety effect of life insurance ( guarantees, regulated investment strategies, no risk of loss due to the nationwide protection system, etc.) and do not focus on specific performances. However, when stock markets are doing well and returns can be achieved besides the investment in more conservative life products, the performance again becomes important. This trend seems also to be confirmed during the period after the last financial crisis, starting from 2009 (see regression model R4). In this subsample, the return even has a negative impact on overall sales success. Solvency level \( SO \) and company size \( SI \) are no longer significant. The adjusted \( R^2 \) of the model is 0.385. Nevertheless, the results of regression model (R4) should be interpreted with caution. The analysis is only based on a three-year sample. Finally, let us recall that through all models the level of acquisition costs \( AC \) (in other words, commissions to sales force) and a company’s rating \( RA \) have the highest impact on the sales success.

**Extension of the Results to Include Customer Preferences (Models R5 and R6)**

Let us now turn to the two remaining regression models on the basis of our reference case. In model (R5), we include the control variable customer satisfaction \( SA \). The results are reported in Table 8.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Est. (( \beta_i ))</th>
<th>St. Error</th>
<th>p-value</th>
<th>Sig.</th>
<th>Stand. ( \beta_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0.1007</td>
<td>0.0788</td>
<td>0.2028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( RE )</td>
<td>1.4640</td>
<td>0.6021</td>
<td>0.0159 **</td>
<td>0.1670</td>
<td></td>
</tr>
<tr>
<td>( AC )</td>
<td>0.4985</td>
<td>0.0563</td>
<td>0.0000 ***</td>
<td>0.6213</td>
<td></td>
</tr>
<tr>
<td>( RA )</td>
<td>0.0077</td>
<td>0.0033</td>
<td>0.0227 **</td>
<td>0.1095</td>
<td></td>
</tr>
<tr>
<td>( SO )</td>
<td>0.0784</td>
<td>0.1635</td>
<td>0.6319</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( SI )</td>
<td>−0.0000</td>
<td>0.0000</td>
<td>0.4108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( LS )</td>
<td>0.0094</td>
<td>0.0071</td>
<td>0.1870</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( SA )</td>
<td>−0.0536</td>
<td>0.0269</td>
<td>0.0481 **</td>
<td>−0.1399</td>
<td></td>
</tr>
</tbody>
</table>

Adj. \( R^2 \) | 0.3274 |

Table 8: Empirical results of regression model (R5) on sales success in German life insurance including the control variable customer satisfaction \( SA \).

Note: The two-tailed \( t \)-statistics are provided: *, **, and *** represent the respective significance at the 10%, 5%, and 1% levels. “Stand. \( \beta_i \)” stands for standardized beta coefficients.
In contrast to the results obtained for reference model (R1), as shown in Table 6, company size $SI$ and solvency level $SO$ no longer appear to be significant drivers in this regression model (R5). However, the other previously significant control variables maintain their explanatory power. In addition, customer satisfaction $SA$ gets significant explanatory power at the 5% level. However, the sign of the estimate is negative. Contrary to our initial hypothesis (H7), customer satisfaction $SA$ has a negative impact on sales success. Given that the underlying data sample shrank to less than one-fourth of the original panel with now $N = 202$ data points of firm-years, further research could address this topic again when more data points become available.

In addition, we conducted a variation of the reference case with another consumer-related control variable, the value of brand awareness $BA$. This last model at the business unit level represents model (R6). Our empirical results show no significant influence on new business generation. Thus, hypothesis (H8) could not be empirically verified. Apart from company size $SI$ (which is no longer significant), all other control variables maintain their significance levels from the reference case. The adjusted $R^2$ of the model is 0.467. As was true for model (R5), we must point out that our analysis was based on a smaller subpanel (see also Table 3). Therefore, these results should be interpreted with caution.

### 5.2 Product-Specific Growth Drivers

After having discussed the impact of different drivers on the overall ability of insurance companies to generate new business in life insurance, we now focus on two specific products: pension and term life insurance. As described above, we apply two more regression models to do this. Model (R7) addresses the growth drivers in pension insurance, and (R8) analyzes the determinants of new business generation for term life insurance. The results are presented below.

**Model (R7): Specific Drivers in Pension Insurance**

For the performance of underwriting new pension business, we adapt the total return $RE$ figures from the product average (as stated in Section 4.2) to the average of the pension-specific ones (denoted by $RE_{PE}$), i.e., the average for traditional pension policies, the “Riester-Rente” and “Ruerup-Rente”. The results of the multivariate regression model (R7) based on $N = 123$ firm-years are presented in Table 9.7

This seventh regression models explains about 31% of the variance (adjusted $R^2$ of 0.3147). The control variables total return $RE_{PE}$, acquisition costs $AC$, company rating $RA$, and solvency level $SO$ remain significant drivers for selling pension insurance. All have relevant positive influence (in line with the hypothesis stated in Section 4). When looking at the standardized beta coefficients, the magnitude of their influence is relatively comparable to standardized beta coefficients ranging from 0.22 to 0.38, respectively. However, it should be noted that the assessment by Oekotest parameterized using the product rating $OT_{PE}$ has no significant explanation power. Hypothesis (H9) in Section 3 cannot be

---

7On this subpanel of data, we have also tested the variance inflation factors. The highest value is 2.0 and thus multicollinearity can be omitted.
Table 9: Empirical results of regression model (R7) on sales success in pension insurance.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Est. ($\beta_i$)</th>
<th>St. Error</th>
<th>p-value</th>
<th>Sig.</th>
<th>Stand. $\beta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>-0.1207</td>
<td>0.0969</td>
<td>0.2160</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RE_{PE}$</td>
<td>3.8185</td>
<td>2.0240</td>
<td>0.0624</td>
<td>*</td>
<td>0.2249</td>
</tr>
<tr>
<td>$AC$</td>
<td>0.4675</td>
<td>0.1145</td>
<td>0.0001</td>
<td>***</td>
<td>0.3777</td>
</tr>
<tr>
<td>$RA$</td>
<td>0.0121</td>
<td>0.0058</td>
<td>0.0404</td>
<td>**</td>
<td>0.2311</td>
</tr>
<tr>
<td>$SO$</td>
<td>1.8249</td>
<td>0.5608</td>
<td>0.0016</td>
<td>***</td>
<td>0.3062</td>
</tr>
<tr>
<td>$SI$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.7820</td>
<td></td>
<td>0.0258</td>
</tr>
<tr>
<td>$LS$</td>
<td>-0.0008</td>
<td>0.0121</td>
<td>0.9491</td>
<td></td>
<td>-0.0063</td>
</tr>
<tr>
<td>$OT_{PE}$</td>
<td>-0.0051</td>
<td>0.0051</td>
<td>0.3214</td>
<td></td>
<td>-0.1050</td>
</tr>
</tbody>
</table>

Adjusted $R^2$ 0.3147

Table 10: Empirical results of regression model (R8) on sales success in term life insurance.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Est. ($\beta_i$)</th>
<th>St. Error</th>
<th>p-value</th>
<th>Sig.</th>
<th>Stand. $\beta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.2233</td>
<td>0.0533</td>
<td>0.0001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>$AC$</td>
<td>-0.1580</td>
<td>0.1841</td>
<td>0.3926</td>
<td></td>
<td>-0.0895</td>
</tr>
<tr>
<td>$RA$</td>
<td>-0.0012</td>
<td>0.0081</td>
<td>0.8849</td>
<td></td>
<td>-0.0152</td>
</tr>
<tr>
<td>$SO$</td>
<td>0.3126</td>
<td>0.6409</td>
<td>0.6267</td>
<td></td>
<td>0.0472</td>
</tr>
<tr>
<td>$SI$</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>0.7548</td>
<td></td>
<td>-0.0302</td>
</tr>
<tr>
<td>$LS$</td>
<td>-0.0214</td>
<td>0.0203</td>
<td>0.2955</td>
<td></td>
<td>-0.1011</td>
</tr>
<tr>
<td>$OT_{TL}$</td>
<td>-0.0109</td>
<td>0.0097</td>
<td>0.2672</td>
<td></td>
<td>-0.1196</td>
</tr>
<tr>
<td>$PR_{TL}$</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>0.0794</td>
<td>*</td>
<td>-0.1693</td>
</tr>
</tbody>
</table>

Adjusted $R^2$ 0.01353

None of the previously significant control variables has any more explanatory power in this model. It is not surprising that, for example, acquisition costs $AC$ are no longer a significant driver, as the commission which sales personnel receive for this product is negligible in comparison to the commission for pension insurance. However, it is surprising that solvency level $SO$ and company rating $RA$ seem to have no
relevant impact on the customer’s purchasing decision. The same holds true for the control variable parameterizing the Oekotest product assessment $OT_{TL}$. Finally, the average price $PR_{TL}$ is significant at the 10% level with a negative sign, which supports hypothesis (H10). In the end, note that this model has only an extremely modest overall explanatory power of 0.014.

6 Conclusion

The landscape in the German life insurance market is currently driven by two trends. On the one hand, the number of active insurance companies is decreasing and the market is consolidating. On the other hand, the large remaining players are steadily increasing their market share. While the five largest life insurers had a market share of 31% in terms of gross written premiums in 1998, this group increased its share to 39% in 2011. More than half of the industry’s premiums were collected by the ten largest firms in 2011. Insurers must grow to avoid falling behind the industry leaders and thus ensure solid market positioning in the future.

In this paper, we analyze the impact of size on growth and profitability in a time period covering the years from 1998 to 2011. Three main effects can be observed: first, mid-sized insurers are subject to the typical “stuck-in-the-middle” phenomenon: their growth and profitability development is modest. Second, small insurers have been able to achieve high growth rates in the past. Initially realized at the expense of profitability, following the last financial crisis, the smallest players experienced a turn-around in terms of profitability and continued to grow more slowly but profitably during the time period from 2009 to 2011. Finally, the data show that the largest companies were able achieve both satisfying growth rates as well as profitability during all observed time periods. The analysis reveals that profitable growth has been possible in German life insurance in the past.

In a second step, we focus on the success drivers for new business growth and thus build on the findings by Eling and Kiesenbauer (2012). Following a twofold approach, we analyze the impact of different control variables on both the overall life business as well as on a product-specific level. Our analysis reveals that acquisition costs, which mainly represent commissions to sales partners, have a strong positive impact on sales success. Not surprisingly, the empirical data also confirm that the total return that an insurer generates for its policyholders is crucial. In addition, the rating of the company and its solvency fosters new business generation. Furthermore, contrary to our initial hypothesis, customer satisfaction has a slightly negative impact. At the pension insurance product level, most of the significant drivers that have been identified are once again important. In addition, the available panel data reveal that – contrary to our initial hypothesis – the product assessment reports by consumer magazines have no measurable significant influence on the sales performance of a life insurer. Further research could deepen our analysis at the product level. Since product-specific ratings are only available for recent years, the data basis is limited. In the future, an analysis could be conducted using more data points and thus increase the stability of the results for specific product growth drivers.
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