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Abstract
This paper analyzes whether the skew-normal and skew-student distributions recently discussed in the finance literature are reasonable models for describing claims in property-liability insurance. We consider two well-known datasets from actuarial science and fit a number of parametric distributions to these data. We find that the skew-normal and skew-student are reasonably competitive compared to other models in the actuarial literature when describing insurance data. In addition to goodness-of-fit tests, tail risk measures such as value at risk and tail value at risk are estimated for the datasets under consideration.
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1. Introduction
The normal distribution is the most popular distribution used for modeling in economics and finance. In general, however, insurance risks have skewed distributions, which is why in many cases the normal distribution is not an appropriate model for insurance risks or losses (see, e.g., Lane, 2000; Vernic, 2006). Besides skewness, some insurance risks (especially those exposed to catastrophes) also exhibit extreme tails (see Embrechts, McNeil, and Straumann, 2002). The skew-normal distribution as well as other distributions from the skew-elliptical class thus might be promising alternatives to the normal distribution since they
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preserve advantages of the normal one with the additional benefit of flexibility with regard to skewness (e.g., with the skew-normal) and kurtosis (e.g., with the skew-student).

In this paper, we analyze whether these skewed distributions are reasonably good models for describing insurance claims. We consider two datasets widely used in literature and fit the skew-normal and skew-student to these data. A number of benchmark models are involved in the model comparison, as well as a goodness-of-fit procedure, in order to compare the performance of the skewed distributions in describing the insurance claims data. The motivation for consideration of the skew-normal and the skew-student is that these are popular in recent finance literature (Adcock, 2007, 2010; De Luca/Genton/Loperfido, 2006), easy to interpret, and easy to implement.

This work is related to Bolance et al. (2008), who fit the skew-normal and log skew-normal to a set of bivariate claims data from the Spanish motor insurance industry. To our knowledge, Bolance et al. (2008) is the only paper to date that uses the skew-normal distribution to fit insurance claims. We build on and extend their results by considering the skew-student distribution and by using different datasets. Furthermore, our analysis is broader than Bolance et al. (2008) in that we compare our results to a large number—19—alternative distributions, whereas Bolance et al. (2008) restrict their presentation to the normal, the skew-normal, and a kernel estimator.

To preview our main results, we find that the skew-student and skew-normal are reasonably good models compared to other models in literature (see, e.g., Kaas et al., 2009). Given that this paper presents only some first tests of claims modeling in actuarial science using two well-known datasets, we call for more applications of these distributions in the field of insurance in order to more closely analyze whether the skew-normal and skew-student are promising distributions for claims modeling.

The remainder of the paper is organized as follows. In Section 2, we describe the methods we use in our estimation, especially the models involved in the estimation. Section 3 presents the
data. The estimation results are set out in Section 4, both those pertaining to goodness of fit and risk measurement. Conclusions are drawn in Section 5.

2. Skew-Elliptical Distributions

To first briefly describe the distributions to be investigated this paper, along with a short description of the benchmark models we use in the goodness-of-fit context. More detail on skewed distributions can be found in Genton (2004) and a fuller description of the benchmark models can be found in actuarial textbooks, for example, Mack (2002) or Panjer (2007).

2.1. Skew-Normal

A continuous random variable $X$ has a skew-normal distribution if its probability density function (pdf) has the form:

$$f(x) = 2\phi(x)\Phi(\alpha x).$$

(1)

$\alpha$ is a real number, $\phi(\cdot)$ denotes the standard normal density function, and $\Phi(\cdot)$ its distribution function (see Azzalini, 1985). The distribution shown by Equation (1) is called the skew-normal distribution with shape parameter $\alpha$, i.e., $X \sim SN(0, 1, \alpha)$. The skew-normal distribution reduces to the standard normal distribution when $\alpha = 0$ and to the half-normal when $\alpha \rightarrow \pm \infty$. In both empirical and theoretical work, location and scale parameters are necessary. These can be included via the linear transformation $Y = \xi + \omega X$, which is said to have the skew-normal distribution $Y \sim SN(\xi, \omega^2, \alpha)$, with $\omega > 0$. The parameters $\xi$, $\omega$, and $\alpha$ are called location, scale, and shape, respectively. When $\alpha = 0$, the random variable $Y$ is distributed as $N(\xi, \omega^2)$.

An alternative representation of the skew-normal that is especially popular in financial modeling is the characterization of skew-normality given by Pourahmadi (2007). A continuous random variable $Y \sim SN(\xi, \omega^2, \alpha)$ can be written as a special weighted average of a standard normal variable and a half-normal one. $Y$ is said to have a skew-normal distribution if and only if the following representation holds:
\[ Y = \xi + \omega X = \xi + \omega \left( \delta |Z_1| + \sqrt{1-\delta^2} Z_2 \right), \]  

with \( \delta = \alpha / \sqrt{1+\alpha^2} \in [-1,1] \). \( Z_1 \) and \( Z_2 \) are independent \( \text{N}(0; 1) \) random variables.

\( Y \) collapses into \( \text{N}(\xi, \omega^2) \) if \( \delta = 0 \). Equation (2) offers a direct financial interpretation, i.e., besides the location parameter \( \xi \), the return \( Y \) is driven by two components:

- a half-Gaussian driver \( |Z_1| \) modulated by \( \omega \delta \), and

- a Gaussian driver \( Z_2 \) modulated by \( \omega \sqrt{1-\delta^2} \).

The parameter \( \delta \) plays a key role in determining the skewness since \( \delta \) weights the presence of a half-Gaussian \( |Z_1| \) on return \( Y \) (see Eling et al., 2010). The more positive (negative) \( \delta \), the more pronounced to the right (left) the skewness. Figure 1 illustrates the impact of delta on the skewness of the skew-normal distribution. (All figures in this paper were generated using a package available for the software R; see http://azzalini.stat.unipd.it/SN/).
An important property of the skew-normal distribution is that all moments exist and are finite.

The moment-generating function of $Y \sim SN(\xi, \omega^2, \alpha)$ is given by:

$$M(t) = E\left(e^{\alpha Y}\right) = 2 \exp\left(\xi t + \frac{\omega^2 t^2}{2}\right) \Phi\left(\delta \omega t\right). \quad (3)$$

Consequently, the moments of $Y$ are easily derived and we obtain easy-to-read expressions for mean, variance, skewness and kurtosis that highlight the influence of the skewness parameter $\delta$:

- **Mean**:
  $$E(Y) = \xi + \omega \sqrt{2/\pi} \delta, \quad (4)$$

- **Variance**:
  $$\text{Var}(Y) = \omega^2 \left(1 - 2 \delta^2/\pi\right), \quad (5)$$

- **Skewness**:
  $$\text{Skewness}(Y) = \frac{4 - \pi}{2} \left(\delta (2/\pi)^{1/2}\right)^3/(1-2\delta^2/\pi)^{3/2}, \quad (6)$$

- **Excess Kurtosis**:
  $$\text{Excess Kurtosis}(Y) = 2(\pi - 3) \left(\delta (2/\pi)^{1/2}\right)^4/(1-2\delta^2/\pi)^2. \quad (7)$$

The skew-normal distribution extends the normal distribution in several ways. These can be formalized through a number of properties, such as inclusion (the normal distribution is a skew-normal distribution with shape parameter equal to zero) or affinity (any affine transformation of a skew-normal random vector is skew-normal) (for more detail, see, e.g., De Luca/Genton/Loperfido, 2006). Note that the skew-normal can take values of skewness only from -1 to 1. Compared to the normal distribution, it thus extends the range of available skewness, but the range of potential skewness values is still limited.
2.2. Skew-Student

The skew-student distribution allows regulating both the skewness and kurtosis of a distribution. This attribute is particularly useful in empirical applications where we want to consider distributions with higher kurtosis than the normal, which is often the case in both finance and insurance applications. One limitation of the skew-normal distribution described in Equation (1) is that it has a kurtosis only slightly higher than the normal distribution (the maximum excess kurtosis is 0.87). An appealing alternative is offered by a skewed version of the Student’s t distribution, developed by Azzalini and Capitanio (2003). We define the standardized Student’s t skewed distribution using the transformation:

\[ X = \frac{Z}{\sqrt{W/\nu}}, \quad (8) \]

where \( W \sim \chi^2(\nu) \), with \( \nu \) degrees of freedom and \( Z \) is an independent \( SN(0,1,\alpha) \), instead of \( N(0,1) \) as used to produce the standard t. The linear transformation \( Y = \xi + \omega X \) has a skew-t distribution with parameters \( (\xi, \omega, \alpha) \) and we write \( Y \sim ST(\xi, \omega^2, \alpha) \). Mean and variance of \( Y \sim ST(\xi, \omega^2, \alpha) \) can be computed as follows (see Azzalini and Capitanio, 2003, also for higher moments):

\[ E(Y) = \xi + \omega \eta \delta, \quad \text{with } \nu > 1, \quad (9) \]

\[ Var(Y) = \omega^2 \left( \frac{\nu}{\nu - 2} - \eta^2 \delta^2 \right), \quad \text{where } \eta = \sqrt{\frac{\nu}{\pi}} \frac{\Gamma\left(\frac{1}{2}(\nu-1)\right)}{\Gamma\left(\frac{1}{2}\nu\right)}. \quad (10) \]

Comparable to the skew-normal case, Equations (9) and (10) highlight the influence of \( \delta \) on the mean and variance of the skew-student distribution. Again, the former is a linear increasing function of \( \delta \), whereas the variance is a quadratic function on \( \delta \). Compared to the skew-normal distribution, the skew-student can take more extreme values, for either skewness or kurtosis.
2.3. Benchmark Models

The choice of benchmark models is based on their use in actuarial and financial theory. All benchmark models are implemented in the R package ghyp and MASS. We use both packages to derive maximum likelihood estimators of the best-fitting parameters and to compare these distributions with the above-described skew-normal and skew-student, which are implemented in the R package sn. Some of the benchmark distributions will also be involved in the risk measurement procedure where we compare model results with the empirical results in order to evaluate the accuracy of different models when measuring risk.

The R package ghyp contains a variety of distributions popular in the fields of both finance and actuarial science. The following distributions can be fitted using the "stepAIC.ghyp" command: the normal, the student t (see Kole/Koedijk/Verbeek, 2007), the normal inverse Gaussian (NIG) (Barndorff-Nielsen, 1997), and the hyperbolic (Eberlein/Keller/Prause, 1998). In contrast to the normal distribution, some of the benchmark distributions are able to account for skewness (skew normal), kurtosis (student t), or even for both (NIG, hyperbolic) in returns. Some of these distributions are related to each other, e.g., the student t, the normal inverse Gaussian, and the hyperbolic all belong to the class of generalized hyperbolic distributions. The software calculates the value of the log-likelihood function, providing a basis upon which to compare the models using, for example, the Akaiikes information criteria or Kolmogorov Smirnov goodness-of-fit tests.

The R package MASS contains 15 distributions that can be considered in a goodness-of-fit context. The benchmark distributions recognized via the command "fitdistr" are the beta, cauchy, chi-squared, exponential, f, gamma, geometric, log-normal, logistic, negative binomial, normal, Poisson, student t, and Weibull distribution. Again, to make model
comparisons, we derive the log-likelihood and then use it to calculate other criteria such as the Akaike information criterion or the Bayesian information criterion (BIC).  

In the empirical section of this paper (Section 4), we estimate the parameters of the distributions via maximum likelihood estimation. We then compare the skew-normal and skew-student distributions with the various other distributions via the Akaike information criterion (AIC) and Kolmogorov Smirnov goodness-of-fit tests.

3. Data

We consider two datasets widely used in the actuarial literature. The first is a dataset of U.S. indemnity losses and the second is comprised of Danish fire losses. Both datasets are freely available and, in the Appendix to this paper, we provide documentation of the R code used; thus others should be able to easily replicate and expand on the research presented here.

The first dataset is comprised of U.S. indemnity losses used in Frees/Valdez (1998). The data consist of 1,500 general liability claims, giving for each the indemnity payment (denoted in the data as “loss”) and the allocated loss adjustment expense (denoted in the data as “alae”), both in USD. The latter is the additional expense associated with settlement of the claim (e.g., claims investigation expenses and legal fees). We focus here on the pure loss data and do not consider the expenses, but results taking these expenses into consideration are available upon request. The dataset can be found in the R packages copula and evd. It is used in other work, including Klugman/Parsa (1999) and Dupuis/Jones (2006). For scaling purposes, we divide the data by 1,000; we thus consider TUSD instead of USD.

The second dataset is comprised of Danish fire losses analyzed in McNeil (1997). These data represent Danish fire losses in million Danish Krones and were collected by a Danish reinsurance company. The dataset covers the period from January 3, 1980 to December 31,

---

1 We also implemented the pareto distribution which is an important model in catastrophe insurance (especially for large losses) and which is not implemented in the above mentioned R packages. To integrate this distribution in our analysis we used the distribution function \( a^*(x_{min}/x)^{(a+1)} \), with \( a>0 \) and \( x_{min}>0 \). It only produced reasonable results in one case (the original Danish fire data), while in all other cases it does not fit the data well. The results are available upon request.
1990 and contains individual losses above 1 million Danish Krones, a total of 2,167 individual losses. The dataset can be found in the R packages fEcofin and fExtremes. These data are used in Cooray/Ananda (2005), Resnick (2005), and Dell’Aquila/Embrechts (2006), among others.

Figure 2 presents two histograms for the datasets considered here, as well as the corresponding normal Q-Q plots. The two left diagrams show the indemnity loss data from Frees/Valdez (1998) and the two diagrams on the right represent the Danish fire losses from McNeil (1997). Both histograms reveal a very typical feature of insurance claims data: a large number of small losses and a lower number of very large losses. The absolute values for the indemnity losses presented in the left histogram are higher than the values presented in the right histogram, which is simply due to scaling (TUSD on the left, million Danish Krones on the right).2

2 In both cases, individual losses are considered. The individual losses could be aggregated to a portfolio of losses, which would then allow considering number of claims, individual claim size, and aggregate loss amount. In this paper, we restrict the analysis to the distribution of the individual claim sizes. Note also the kink in the Q-Q plot for the U.S. indemnity losses that occurs around 500 million Euros. The kink arouses interest in subjecting the data to other modeling approaches, such as peak over threshold models from extreme value theory (see McNeil/Saladin, 1997; McNeil, 1997; Embrechts/Klüppelberg/Mikosch, 1997). We do not consider extreme value theory explicitly in this paper, but we do discuss its implications in the paper’s conclusion section.
Figure 2: U.S. indemnity losses (left) and Danish fire losses (right)

Table 1 presents descriptive statistics for the two datasets. In addition to the number of observations, indicators for the first four moments (mean, standard deviation, skewness, excess kurtosis), and minimum and maximum, we also present the 99% quantile and the mean loss, if the loss is above 99%. The 99% quantile is also called value at risk (at the 99% confidence level) and the mean loss is also called tail value at risk.
The descriptive statistics show that the Danish fire losses are more extreme with respect to skewness and kurtosis than the U.S. indemnity losses. Values for skewness and kurtosis are around 9.15 and 141.98 for the indemnity losses; the corresponding values for the fire losses are 18.74 and 482.12. Both the indemnity and the fire data are thus significantly skewed to the right and exhibit high kurtosis. These characteristics are also reflected in the relatively high values for value at risk and tail value at risk. These findings make the skew-student look like an especially promising distribution to be fitted to this type of data since it accounts for both skewness as well as kurtosis.

In a second step, we analyze the logarithm of the data. Figure 3 presents the histograms and normal Q-Q plots for the indemnity loss data (left) and the Danish fire losses (right) after taking the natural logarithm of all data values. Consideration of logarithm data is a widespread practice in statistics and actuarial science in order to decrease extreme values of skewness and kurtosis for modeling purposes (see, e.g., Bolance et al., 2008). In our context, consideration of the log data can also be interpreted as a kind of robustness test for analyzing model performance.

---

3 Tests for normality, such as, e.g., the Jarque-Bera test, are rejected at very high confidence levels. See Jarque/Bera (1987) for the test.
Figure 3: Logarithm of U.S. indemnity losses (left) and Danish fire losses (right)

After taking the natural logarithm, the indemnity loss data look much more like the normal distribution, whereas the fire losses distribution is still skewed to the right. Table 2 presents the descriptive statistics for the log data. Again, the number of observations, mean, standard deviation, skewness, excess kurtosis, minimum and maximum, the 99% quantile, and the mean loss, if the loss is above 99%, are presented.

We still see deviations from normality with the indemnity loss data, but the tails are not very extreme. In this case, the skew-normal might be a reasonably good model. The Danish fire

---

4 One reason why the log of the Danish data is skewed is that the original data are truncated at 1, resulting in a minimum value of 0 for the log data. The U.S. data are not truncated at 1 so that negative values for the log data are given in Figure 3.
data are now also less extreme. Given the kurtosis value of 4, the skew-student might be a reasonably good model for describing this type of data. Note that in the empirical tests we shift the distribution of the log data by –min and add a very small number (1E-10) to the data, since some of the distributions we analyze are defined only for values > 0 (the skew-normal and skew-student are not among these distributions, but, e.g., the log-normal is).

<table>
<thead>
<tr>
<th></th>
<th>U.S. indemnity losses</th>
<th>Danish fire losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of observations</td>
<td>1,500</td>
<td>2,167</td>
</tr>
<tr>
<td>E (X)</td>
<td>2.47</td>
<td>0.79</td>
</tr>
<tr>
<td>St. Dev (X)</td>
<td>1.64</td>
<td>0.72</td>
</tr>
<tr>
<td>Skewness (X)</td>
<td>-0.15</td>
<td>1.76</td>
</tr>
<tr>
<td>Kurtosis (X)</td>
<td>0.32</td>
<td>4.18</td>
</tr>
<tr>
<td>Minimum</td>
<td>-4.61</td>
<td>0.00</td>
</tr>
<tr>
<td>Maximum</td>
<td>7.68</td>
<td>5.57</td>
</tr>
<tr>
<td>99% Quantile (Value at Risk)</td>
<td>6.16</td>
<td>3.26</td>
</tr>
<tr>
<td>E(X</td>
<td>X&gt;Value at Risk)</td>
<td>6.50</td>
</tr>
</tbody>
</table>

Table 2: Descriptive statistics for log data
4. Results

In this section we first estimate the parameters of the skew-normal and skew-student distributions and analyze their properties for the two empirical datasets introduced in section 3. All parameters of the distributions are estimated based on maximum likelihood estimation.\(^5\)

A comparison of the models (i.e., distributions) is made based on the Akaike's information criteria (AIC).\(^6\) The preferred model is the one with the lowest AIC value. While the AIC can be used to compare models, it could be the case that all the models are very bad at describing the data; to test for this possibility, we use a Kolmogorov Smirnov goodness-of-fit test.\(^7\) This test will tell us whether the theoretical distributions fit the empirical data reasonably well. Moreover, the results of the Kolmogorov Smirnov test can also be used to compare the skew-normal and skew-student models with the benchmark models. Our result is that both the skew-normal and skew-student are quite competitive compared to other distributions in widespread use. Finally, we calculate value at risk and tail value at risk using the estimated parameters and compare the estimation results with the empirical values for value at risk and tail value at risk. All tests presented in this section were conducted with the R packages sn (for skew-normal and skew-student) or ghyp and MASS (for the benchmark distributions considered in the goodness-of-fit context).

Table 3 presents the estimated parameters for the skew-normal and skew-student distributions. The parameters estimated for other distributions considered below (see Table 4) are not set out here, but the results are available from the authors upon request.

---

\(^5\) For some of the distributions, e.g., the skew-normal, an expectation maximization algorithm is also implemented in R, but we rely on the more widespread standard maximum likelihood algorithm that is available for all distributions considered in this paper.

\(^6\) The AIC is calculated as \(-2\cdot\log \text{likelihood} + 2\cdot K\), with \(K\) as the number of estimated parameters. Results for other criteria, such as the BIC, are available upon request. Consideration of other criteria that vary, e.g., in the penalty imposed for the number of parameters involved in the estimation, is important since using these criteria can lead to different results. In our case, however, the relative evaluation is not affected by the choice of criteria.

\(^7\) Results for other tests, such as Andersen Darling, are available upon request. Again, other tests generally give the same results.
Table 3: Estimated parameters for the skew-normal and skew-student distributions

The estimation results for the skew-normal lead to a skewness value close to 1 for the U.S. indemnity losses as well as for the Danish fire claims. As mentioned, the skew-normal model can take values of skewness from -1 to 1. The model’s skewness values thus confirm the right skew of the empirical data, but the skewness values the model can take are less extreme. This might be seen as a limitation of the skew-normal model compared to other skewed distributions.

Fitting the skew-student model to the original data is not without difficulty, since the values for the degrees of freedom are very low. We observe a value of 0.86 for the U.S. data and a value of 1.10 for the Danish data. Both values imply that the moments of these distributions do not exist, e.g., at least four degrees of freedom are needed so that the first four moments exist. This implies that when these fitted models are involved in a simulation study, the resulting random numbers will not lead to stable results for mean, standard deviation, skewness, or kurtosis. Moreover, the tails of the simulated random numbers are not stable and thus no reasonable values can be calculated for value at risk or tail value at risk.

There are two options for solving this problem. The first is to reconsider the maximum likelihood estimation with a fixed degree of freedom parameter of, e.g., four. This would solve the computational problems, but lead to a decrease in goodness of fit. The second option is to use the logarithm of the data in the maximum likelihood procedure (as shown in Columns 3 and 4 of Table 3, there are more degrees of freedom when considering the logarithm of the data, i.e., 33.8 for the U.S. data and 4.6 for the Danish data). Both approaches
are taken in this paper, i.e., in calculating the value at risk, we use a modified maximum likelihood estimation with four degrees of freedom, and we also undertake an application employing the logarithm of the data.

Table 4 presents a model comparison based on the log likelihood and AIC. In addition to the skew-normal and the skew-student, 17 other distributions implemented in the R packages ghyp and MASS are presented, including the normal distribution, the classical student t, the hyperbolic (hyp), the generalized hyperbolic (ghyp), the normal inverse Gaussian (NIG), and the variance gamma (VG). Implementation in the R package ghyp allows both a symmetric and an asymmetric implementation of all these models, denoted in the table by the column “Symmetric.” In Table 4, we first present the results for the skew-normal and the skew-student, as they are the focus of this study. The benchmark models are then sorted, first, according to the number of parameters involved and, second, in the alphabetic order. Other estimation results, such as Q-Q plots, for all distributions or other estimation criteria, such as BIC, are available upon request. Our findings hold for these other estimation criteria as well.

8 Note that six of the 15 distributions implemented in MASS are not used. For beta, chi-squared, and f, reasonable starting values are needed and the estimation for the discrete poisson and negative binomial distribution did not lead to any results and are not eligible for this type of analysis. In this analysis, we consider only individual claim sizes. If we aggregated this type of data into a portfolio of losses with claim number and individual claim sizes, the poisson and binomial distribution could be used to estimate the claim number. There is also an implementation of an asymmetric student t in MASS that we do not use since our focus is on the skew-student as defined by Azzalini/Capitano (2003). Additional tests with the asymmetric student t implemented in MASS, however, show, that this skewed distribution is also very promising in a goodness-of-fit context.

9 In general, the higher the number of parameters, the higher the freedom in fitting the empirical data to the theoretical distribution models. While the log-likelihood does not consider this advantage for the distributions that have many parameters, the AIC controls for this aspect because it penalizes a higher number of parameters involved in the estimation. The comparison should thus be based on the AIC criteria. The log-likelihood value is needed to calculate the AIC value, which is why we present it in Table 4.

10 An alternative systematization popular in actuarial risk theory is by whether the distributions are light tailed or fat tailed. The skew-student, cauchy, log-normal, student, and Weibull distributions are fat tailed; all other distributions in Table 4 are lighted tailed. See Mikosch (2009). Note that the term fat tails is used differently in actuarial science than it is in finance. In actuarial theory, the term fat tails refers to the property of a theoretical distribution. In the finance literature, the term is often used when an empirical distribution exhibits a sample kurtosis that is higher than the kurtosis of a normal distribution with sample mean as the expectation parameter and sample variance as the variance parameter since the empirical pdf has then more probability mass in the tail (see, e.g., Kon, 1984).
<table>
<thead>
<tr>
<th>Model</th>
<th>Symmetric</th>
<th># of parameters</th>
<th>R package</th>
<th>Log-likelihood original data</th>
<th>Log-likelihood log data</th>
<th>AIC original data</th>
<th>AIC log data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>U.S. indemnity fire</td>
<td>Danish fire</td>
<td>U.S. indemnity fire</td>
<td>Danish fire</td>
</tr>
<tr>
<td>skew-normal</td>
<td>False</td>
<td>3</td>
<td>sn</td>
<td>-8149.49</td>
<td>-6295.59</td>
<td>-1716.75</td>
<td>16304.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5737.79</td>
<td>3439.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>skew-student</td>
<td>False</td>
<td>4</td>
<td>sn</td>
<td>-6594.89</td>
<td>-3337.51</td>
<td>-1633.11</td>
<td>13197.78</td>
</tr>
<tr>
<td>exponential</td>
<td>False</td>
<td>1</td>
<td>MASS</td>
<td>-7078.96</td>
<td>-4809.40</td>
<td>-1647.81</td>
<td>14157.93</td>
</tr>
<tr>
<td>geometric</td>
<td>False</td>
<td>1</td>
<td>MASS</td>
<td>-7078.39</td>
<td>-4876.11</td>
<td>-2212.29</td>
<td>14158.78</td>
</tr>
<tr>
<td>cauchy</td>
<td>True</td>
<td>2</td>
<td>MASS</td>
<td>-7257.03</td>
<td>-4118.09</td>
<td>-3130.22</td>
<td>14518.07</td>
</tr>
<tr>
<td>gamma</td>
<td>False</td>
<td>2</td>
<td>MASS</td>
<td>-6766.61</td>
<td>-4767.10</td>
<td>-3219.11</td>
<td>13537.22</td>
</tr>
<tr>
<td>gauss</td>
<td>True</td>
<td>2</td>
<td>MASS</td>
<td>-9076.32</td>
<td>-7713.76</td>
<td>-2352.58</td>
<td>18156.65</td>
</tr>
<tr>
<td>logistic</td>
<td>True</td>
<td>2</td>
<td>MASS</td>
<td>-8270.46</td>
<td>-5737.86</td>
<td>-2292.69</td>
<td>16458.07</td>
</tr>
<tr>
<td>log-normal</td>
<td>False</td>
<td>2</td>
<td>MASS</td>
<td>-6566.77</td>
<td>-4057.90</td>
<td>-2750.31</td>
<td>13137.53</td>
</tr>
<tr>
<td>t (non-central)</td>
<td>True</td>
<td>2</td>
<td>MASS</td>
<td>-7243.32</td>
<td>-4115.93</td>
<td>-2146.95</td>
<td>14492.64</td>
</tr>
<tr>
<td>weibull</td>
<td>False</td>
<td>2</td>
<td>MASS</td>
<td>-6658.85</td>
<td>-4803.62</td>
<td>-2959.98</td>
<td>13321.70</td>
</tr>
<tr>
<td>hyperbolic</td>
<td>True</td>
<td>3</td>
<td>ghyp</td>
<td>-7939.19</td>
<td>-5213.58</td>
<td>-2866.21</td>
<td>15884.38</td>
</tr>
<tr>
<td>normal inverse gaussian</td>
<td>True</td>
<td>3</td>
<td>ghyp</td>
<td>-7254.88</td>
<td>-4115.81</td>
<td>-2866.19</td>
<td>14515.76</td>
</tr>
<tr>
<td>variance gamma</td>
<td>True</td>
<td>3</td>
<td>ghyp</td>
<td>-7127.77</td>
<td>-4541.84</td>
<td>-2866.33</td>
<td>14261.53</td>
</tr>
<tr>
<td>generalized hyperbolic</td>
<td>True</td>
<td>4</td>
<td>ghyp</td>
<td>-7243.32</td>
<td>-4108.33</td>
<td>-2866.22</td>
<td>14494.64</td>
</tr>
<tr>
<td>hyperbolic</td>
<td>False</td>
<td>4</td>
<td>ghyp</td>
<td>-7077.62</td>
<td>-4050.64</td>
<td>-2865.08</td>
<td>14163.24</td>
</tr>
<tr>
<td>normal inverse gaussian</td>
<td>False</td>
<td>4</td>
<td>ghyp</td>
<td>-6570.33</td>
<td>-3399.40</td>
<td>-2865.06</td>
<td>13148.66</td>
</tr>
<tr>
<td>variance gamma</td>
<td>False</td>
<td>4</td>
<td>ghyp</td>
<td>-7084.73</td>
<td>-3698.04</td>
<td>-2865.30</td>
<td>14177.46</td>
</tr>
<tr>
<td>generalized hyperbolic</td>
<td>False</td>
<td>5</td>
<td>ghyp</td>
<td>-6567.96</td>
<td>-3382.93</td>
<td>-2865.30</td>
<td>13145.91</td>
</tr>
</tbody>
</table>

Table 4: Log-likelihood and Akaike’s information criterion for 19 distributions

The results in Table 4 show that the skew-normal and skew-student are reasonably competitive models. Considering AIC and the original data, the skew-student has the fourth best goodness of fit for the U.S. indemnity data (the best is the log-normal) and is actually the best model for the Danish fire data. In the case of the log data, the differences in AIC are not as extreme as they are for the original data. Here, the skew-student again provides very good values for AIC. It ranks as number two for the log of the U.S. indemnity data and, again, as number 1 for the log of the Danish fire data. Note also the excellent goodness of fit of the skew-normal for the log of the U.S. indemnity data. Here, the skew-normal provides the best results.

Overall, the skew-normal and skew-student appear to be competitive with the benchmark models presented in Table 4. It might thus be promising to consider both distributions when modeling insurance claims. However, one question remains unanswered: How do the models...
compare when it comes to goodness of fit? We compared the log likelihood and AIC, but it could be the case that all the models are very bad at describing the empirical data considered here. To discover whether the models are good at describing the empirical data, we perform a Kolmogorov Smirnov goodness-of-fit test. The critical value at the 95% confidence level can be calculated by $1.36/\sqrt{n}$, with $n$ as the number of observations. If the test statistic of the Kolmogorov Smirnov goodness-of-fit test remains below that level, we cannot reject the hypothesis that the empirical distribution belongs to this type of distribution. The distributions that meet these criteria are shown in bold in Table 5. In Table 5, we restrict our presentation to eight distributions that perform reasonably well in Table 4, i.e., have the lowest AIC values. Results for the other distributions are available upon request.

<table>
<thead>
<tr>
<th>Model</th>
<th>original data</th>
<th>log data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U.S. indemnity</td>
<td>Danish fire</td>
</tr>
<tr>
<td>Critical value</td>
<td>0.0351</td>
<td>0.0292</td>
</tr>
<tr>
<td>Skew-normal</td>
<td>0.5159</td>
<td>0.5798</td>
</tr>
<tr>
<td>Skew-student</td>
<td>0.0556</td>
<td><strong>0.0200</strong></td>
</tr>
<tr>
<td>Gauss</td>
<td>0.3442</td>
<td>0.3896</td>
</tr>
<tr>
<td>Exponential</td>
<td>0.2648</td>
<td>0.2558</td>
</tr>
<tr>
<td>Log-normal</td>
<td><strong>0.0265</strong></td>
<td>0.1375</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.3043</td>
<td>0.2999</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.0769</td>
<td>0.2733</td>
</tr>
</tbody>
</table>

Table 5: Kolmogorov Smirnov goodness-of-fit test for selected distributions

Table 5 reveals that the skew-student is a good model for describing the Danish fire losses, both considering the original data as well as the log data. For the indemnity data in its original version only, the log-normal provides a reasonable goodness of fit. The test value for the skew-student (0.0556) is slightly above the critical value of 0.0350 so that at a 95% confidence level we need to reject the hypothesis that the original data belong to the skew-student distribution. However, looking at the log data, we again see that the skew-student is a good model for describing these data. Moreover, the skew-normal is a very good model in this context. Overall, the test results are thus highly correlated with the AIC results and confirm the ability of the skew-student and skew-normal distributions to describe insurance claims.
Finally, in Table 6 we use the model results to derive estimators for value at risk and tail value at risk and compare them with the empirical data. In Table 6, only values for a confidence level of 99% are presented, but Figure 4 illustrates the risk measurement results for varying confidence levels. Note that for the original data and the skew-student, modified maximum likelihood estimators are used with a fixed degree of freedom parameter of four in order to stably determine the risk measures. For the log data, the estimators presented above are used.

The results presented in Table 6 were generated using simulated loss data. Closed-form solutions are available for some of the distributions considered (e.g., the normal and the value at risk), but not for all of them. It is beyond the scope of this paper to develop formulas for value at risk and tail value at risk for the other distributions so we rely on simulation. In all cases, we consider 1 million random numbers. The results are fairly stable (the convergence of the simulated means, standards deviations, and risk measures was checked). Note also that the empirical values presented in Table 6 correspond to the estimates presented in Tables 1 and 2 (the values for the log of the U.S. indemnity data are 4.61 higher, since the data is shifted; see Section 3).

11 For the U.S. indemnity data, the estimated values are location = 0.009964385, scale = 28.10352, and shape = 5342925. The log-likelihood is -6987.46. For the Danish fire data, the estimated values are location = 0.9999992, scale = 1.550688, and shape = 25653250. The log-likelihood is -3726.809.
In general, value at risk and tail value at risk do not perform very well when the original data are considered; the estimators derived using the theoretical distributions are in general much lower than the empirical values. For example, and as expected, the skew-student does not perform very well with the original data, since in this case the degrees of freedom need to be fixed. The other distributions also show large variation in results. The results for value at risk and tail value at risk look better when the log data are considered; the risk estimators derived using the theoretical distributions are very close to the empirical values. For example, with the skew-student, the theoretical estimators for both value at risk and tail value at risk are relatively close to the empirical estimator and thus fit the data quite well. When considering value at risk, the difference between the skew-student model and the empirical estimator is only 0.55% (with the log of the U.S. indemnity data) and 5.9% (with the log of the Danish fire data). With tail value at risk and the log data, the skew-normal is, again, also a good model. The log-normal distribution provides very high numbers for the risk measures, which emphasizes that it is more extreme in the tails than the other distributions considered here.
Figure 4 presents value at risk and tail value at risk for confidence levels between 90% and 99.9%. The dashed light-colored line presents the empirically observed values for value at risk and tail value at risk, the dashed dark-colored line the corresponding estimators for skew-student, the light-colored continuous line the skew-normal, and the dark-colored continuous line the normal.

As already indicated by the AIC and goodness-of-fit tests, the skew-normal and skew-student, and also the normal, distributions approximate the log of the U.S. indemnity data reasonably well; all three distributions are quite close to the empirical distribution (Figure 4a). For the Danish fire data and value at risk (Figure 4b), the skew-student slightly overestimates the empirical distribution in the right tail, while the skew-normal slightly underestimates the empirical distribution. Both perform better than the normal distribution, which more severely underestimates the empirical risk. Considering tail value at risk (Figure 4c) confirms that the skew-normal is the best distribution for approximating the log U.S. indemnity data. Figure 4d yields the same conclusion as Figure 4b: the skew-student slightly overestimates the empirical distribution, the skew-normal slightly underestimates it, and both perform better than the normal distribution, which severely underestimates the empirical risk.
Figure 4: Value at risk and tail value at risk for varying confidence levels
Overall, the skew-student and skew-normal are reasonably good models compared to other models in the literature. Given, however, that this paper presents only some first tests of claims modeling in insurance using two very well known datasets, we call for more applications of these distributions in the field of insurance in order to more closely analyze whether the skew-normal and skew-student are promising distributions for modeling claims. Note in this context that in Bolance et al. (2008), the skewed models also performed reasonably well in modeling bivariate data from the Spanish motor insurance industry (claims with costs both for property damage and medical expenses from the year 2000).
5. Conclusion

The aim of this work is to fit two standard datasets of insurance claims to certain skewed distributions widely used in recent finance literature (Adcock, 2007, 2010; De Luca/Genton/Loperfido, 2006). The motivation for conducting this study is to discover whether these models are also appropriate for describing insurance claims data. Claims data in non-life insurance are very skewed and exhibit high kurtosis. For this reason, the skew-normal and skew-student might be promising candidates for both theoretical and empirical work in actuarial science.

The main finding from the empirical section of the paper is that the skew-normal and skew-student are reasonably good models compared to 17 benchmark distributions. However, as we consider only two datasets, much work remains to be done. Other than the work by Bolance et al. (2008), we are not aware of any studies that use the skew-normal and related distributions to describe claims data. Given the flexibility, interpretability, and tractability of the skew-normal and skew-student models, we believe that these models hold a great deal of promise for use in actuarial science. More applications of the skewed models are thus needed.

Another aspect worth emphasizing is that the finance literature shows that the skew-normal and skew-student models lead to important theoretical results, especially in the field of portfolio selection and asset pricing. For example, Stein’s Lemma, which is very useful in portfolio selection, has been extended from the normal distribution to the skew-normal and the skew-student (see Adcock, 2007, 2010). It thus might be that the skew-normal model is also a promising candidate for theoretical work in actuarial science, e.g., in analyzing a portfolio of insurance contracts, i.e., the individual and collective risk model widespread in actuarial science.

This paper presents only a first analysis of the use of the skew-normal and skew-student in insurance claims modeling, leaving open many possibilities for extension in various research directions. First, more applications are needed in order to justify the use of the skew-normal
and skew-student in insurance claims modeling. In this paper, we restrict the empirical analysis to two well-known datasets that are publicly available so that all results can be easily verified and replicated. Other applications could use company-specific data such as, for example, the data used in Bolance et al. (2008). In this context, it might be interesting to compare the parametric estimators considered in this work with other type of non-parametric estimators such as kernel estimators. It might be interesting to compare different lines of insurance, for example, those with and without catastrophe losses. Furthermore, other modeling approaches could be used. A modeling approach very popular in actuarial science, especially for extreme data, is the extreme value theory. In this type of analysis, two different models are used to evaluate the high number of small claims and the low number of extremely high claims (see, e.g., McNeil/Frey/Embrechts, 2005). This approach allows more emphasis on the goodness of fit in the tail of the distribution, which is of high importance in actuarial practice since these determine the most costly events.
Appendix: R Code

Data preparation and descriptive statistics for original data and log data

```r
library(copula)
data(loss)
US <- loss[,1]/1000
summary(US)
sd(US)
skewness(US)
kurtosis(US)
quantile(US, 0.99)
mean(US[US >= quantile(US, 0.99)])
hist(US, breaks=50)
qqnorm(US); qqline(US, col = 2)
```

```r
library(fExtremes)
danishClaims
Danish <- danishClaims[,2]
summary(Danish)
```

```r
logUS <- log(US)
logDanish <- log(Danish)
mean(logUS)
```

```r
logUS_shift <- log(US) - min(log(US)) + 1E-10
logDanish_shift <- log(Danish) - min(log(Danish)) + 1E-10
```

Distribution Fitting and Model Comparison

```r
library(sn)
library(ghyp)
library(MASS)
library(fitdistrplus)
a1 <- sn.mle(y=US, plot.it=FALSE, trace=FALSE)
a2 <- st.mle(y=US, trace=FALSE)
a3 <- stepAIC.ghyp(US, dist = c("ghyp", "hyp", "NIG", "VG", "t", "gauss"), symmetric = NULL, control = list(maxit = 500), silent = TRUE)
a4 <- fitdist(US, "t")
```


Goodness of Fit

```r
ks.test(US,"psn", location=-0.1872299, scale=110.6819405, shape=1533.7683374)
ks.test(Danish,"psn", location=0.9721663, scale=8.8584110, shape=1533.7683374)
ks.test(logUS_shift,"psn", location=7.88205865, scale=1.7715133, shape=-0.6769532, df=33.7823242)
ks.test(logDanish_shift,"psn", location=-0.0000001, scale=0.8191495, shape=5567005, df=4.600740)
ks.test(US,"pnorm", m= 41.208425, sd= 102.713464)
ks.test(Danish,"pnorm", m= 3.3850883, sd= 8.5054888)
ks.test(logUS_shift,"pexp", rate = 0.141425336)
ks.test(logDanish_shift,"pexp", rate = 1.27072862)
```
ks.test (US,"plnorm", meanlog = 2.46569866, sdlog = 1.63756011)
ks.test (Danish,"plnorm", meanlog = 0.78695009, sdlog = 0.71655451)
ks.test(logUSshift,"plnorm", meanlog = 1.90973065, sdlog = 0.69422159)
ks.test(logDanishshift,"plnorm", meanlog = -0.81615975, sdlog = 1.94721400)
ks.test(UŠ,"plogis", location=23.7228548, scale=28.6777701)
ks.test(Danish,"plogis", location=2.35121322, scale=1.59412879)
ks.test(logUSshift,"plogis", location=7.07866429, scale=0.93029065)
ks.test(logDanishshift,"plogis", location=0.681568057, scale=0.366045964)
ks.test(UŠ,"pweibull", shape=0.62935149 ,scale=26.49084307)
ks.test(Danish,"pweibull", shape=0.95851611 ,scale=3.29117062)
ks.test(logUSshift,"pweibull", shape=4.61555508, scale=7.67688106)
ks.test(logDanishshift,"pweibull", shape=1.04046269, scale=0.79846976)

Determination of value at risk and tail value at risk

a5<-rsn(n=1000000, location=-0.1872299, scale=110.6819405, shape=1533.7683374)
quantile(a5,0.99)
mean(a5 [a5>=quantile(a5,0.99)])
a5<-rsn(n=1000000, location=0.9721663, scale=8.8584110, shape=1533.7683374)
a5<-rsn(n=1000000, location=8.133202, scale=1.951962, shape=0.933825)
a5<-rsn(n=1000000, location=-0.001315211, scale=1.126483, shape=1533.768)
a5<-rst(n=1000000, location=0.9999992, scale=1.550688, shape=25653250, df=4)
a5<-rst(n=1000000, location=7.8820566, scale=1.775133, shape=0.6769532, df=33.7823242)
a5<-rst(n=1000000, location=0.0000001, scale=0.8191495, shape=5567005, df=4.600740)
a5<-rnorm(n=1000000, m=41.208425,sd=102.713464)
a5<-rnorm(n=1000000, m=3.3850883,sd=8.5054888)
a5<-rnorm(n=1000000, m=7.07068885, sd=1.63756011)
a5<-rnorm(n=1000000, m=7.07068885, sd=1.63756011)
a5<-rexp(n=1000000, rate = 0.0242668825)
a5<-rexp(n=1000000, rate = 0.295413267)
a5<-rexp(n=1000000, rate = 0.141425336)
a5<-rexp(n=1000000, rate = 1.27072862)
a5<-rlnorm(n=1000000, meanlog = 2.46569866, sdlog = 1.63756011)
a5<-rlnorm(n=1000000, meanlog = 0.78695009, sdlog = 0.71655451)
a5<-rlnorm(n=1000000, meanlog = 1.90973065, sdlog = 0.69422159)
a5<-rlnorm(n=1000000, meanlog = -0.81615975, sdlog = 1.94721400)
a5<-rlogis(n=1000000, location=23.7228548, scale=28.6777701)
a5<-rlogis(n=1000000, location=2.35121322, scale=1.59412879)
a5<-rlogis(n=1000000, location=7.07866429, scale=0.93029065)
a5<-rlogis(n=1000000, location=0.681568057, scale=0.366045964)
a5<-rweibull(n=1000000, shape=0.62935149 ,scale=26.49084307)
a5<-rweibull(n=1000000, shape=0.95851611 ,scale=3.29117062)
a5<-rweibull(n=1000000, shape=4.61555508, scale=7.67688106)
a5<-rweibull(n=1000000, shape=1.04046269, scale=0.79846976)

Figure 4:
RVaR<-matrix(0,nrow=200,ncol=1)
RTVaR<-matrix(0,nrow=200,ncol=1)
a5<-rsn(n=1000000, location=8.133202, scale=1.951962, shape=-0.933825)
for (i in 1:200) {
alpha=0.8995+i/2000
VaR<- quantile(a5, alpha)
TVaR<- mean(a5 [a5>=quantile(a5, alpha)])
RVaR[i]<- VaR
RTVaR[i]<- TVaR
}
write.table(RVaR,"C:/RInput/RVaR.txt")
write.table(RTVaR,"C:/RInput/RTVaR.txt")
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